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Abstract. The rapid development of Internet and multimedia technologies has made image retrieval and 

copyright problem be the two most important issues in the digital world. To solve these problems simultane-

ously, this paper presents a multipurpose watermarking scheme: to notify the copyright owner with a visible 

watermark, and to retrieve the image with an invisible watermark. The proposed scheme consists of two main 

phases, offline process and online retrieval process. A copyright symbol is used as the visible watermark and 

the feature vector is extracted from each image as the invisible watermark to be embedded into the image, 

which is the preprocessing operation called offline process. The online retrieval process consists of three 

processes, i.e., query feature computation, watermark extraction and feature vector matching. Since the fea-

tures are embedded in the image data, it is unnecessary to compute the features but only to extract it from the 

watermarked image. We carry out a series of experiments on a watermarked image database, and simulation 

results indicate the advantage of the proposed watermarking scheme.  
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1   Introduction 

With the development of computer, multimedia and network technologies, the amount of visual information 

available in digital format has grown exponentially recently, which has resulted in information explosion and has 

exceeded the limit of human acceptability. Therefore, two important issues have arisen. First, the introduction of 

the World Wide Web and the increased memory capacity allow the storage of large amounts of digital data and 

the need to handle queries and browse in large image databases has become a hotspot. Since the beginning of the 

1990’s, there has been an increased research activity in the area of content based image retrieval (CBIR). Both 

large research teams, for instance, the QBIC project at IBM, the ADVENT project at Columbia University and 

smaller project groups in the academic world have devoted themselves to this task. The second problem is that 

there is almost no limit for anyone to make lossless and unlimited copies of digital contents distributed over 

Internet and via CD-ROM, which is a major obstacle from the owner’s viewpoint for entering the digital world. 

Copyright has therefore been one of the most important issues in the digital world. Now we concern with the 

problems in image retrieval and copyright respectively. 

In typical Content-Based Image Retrieval (CBIR) systems, the information of the images in the database are 

extracted and described by multi-dimensional feature vectors. The feature vectors of the images in the database 

form a feature database. To retrieve images, users provide the retrieval system with example images or sketched 

figures. The system then changes these examples into its internal representation of feature vectors. The similari-

ties between the feature vectors of the query example or sketch and those of the images in the database are then 

calculated and retrieval is performed with the aid of an indexing scheme. Most existing CBIR systems focus 

primarily on the feature analysis [1][2][3][4][5], the similarity measure[6][7] and the feedback learning algo-

rithm[8][9]. 
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Over the last decade, digital watermarking has become one of the most common ways to deter people copying 

your images without your permission. A watermark can be classified into two sub-types: visible and invisible. 

Invisible watermarks operate by embedding information within the image itself. As a rule, watermarks that are 

less visible are weaker and easier to remove. When choosing a variant it is important to consider the interaction 

between watermark invisibility and resilience. Invisible watermarks can be broadly classified into two types, 

robust and fragile (or semi-fragile) watermarks. Robust watermarks [10] are generally used for copyright protec-

tion and fragile or semi-fragile watermarks [11] are mainly applied to content authentication. In comparison, 

visible watermark is more resilient and may be used to immediately identify copyright without significant effort 

by the user. A balance should be reached between the need to make the watermark difficult to remove and its use 

to the user. Although the need for visible watermarking for copyright notification is apparent, visible watermark-

ing has received much less attention than invisible watermarking. 

In general, the above two issues are taken into account separately. This paper presents a simple multipurpose 

watermarking scheme to solve these two problems simultaneously. Copyright symbol and feature vectors of im-

age are embedded offline in watermark format. During online retrieval, we can query based on the feature water-

mark. The paper is organized as follows: Section 2 provides a brief introduction to the feature computation .The 

proposed offline multipurpose watermarking scheme is described in Section 3. In Section 4, some experiments 

are performed based on a test platform for watermarked image retrieval. And finally, we draw a conclusion in 

Section 5.  

2   Feature Computation 

Generally, we should extract the available features as many as possible. However, considering the embedding of 

watermarks will affect the image quality, a few best representative features are chosen here. Generally speaking, 

similarity between images is measured by computing the difference between their features such as color, shape, 

texture and spatial properties. This paper concentrates on three kinds of features in RGB space, i.e. the optimum 

threshold value from color histogram developed by Ridler and Calvard [12], texture feature based on grey level 

co-occurrence matrix (GLCM) [13] and Hu moments [14], which can be described in detail as follows. 

2.1   Color Feature 

T. W. Ridler and E. S. Calvard presented a method of image threshold value in previous work which was further 

mathematically developed by H. J. Trussel. The principle of this method is to evaluate the unique threshold T  

for any image with a bimodal histogram, by assuming the threshold to be:  

( ) / 2
0 1

T µ µ= + . 

Where
0
µ and

1
µ are the means of each of the two components of the histogram separated by the threshold.  

Calculation of the threshold value analytically from the histogram is not possible, because the means of the two 

parts can be evaluated only after the threshold is determined, while the threshold needs to be computed from the 

two means. Therefore, an iterative algorithm was suggested: first, an initial threshold is selected (the mean of the 

entire histogram seems to be sufficient as a starting point), then the two means for the two distributions on either 

side of the threshold are calculated; a new threshold is obtained by averaging these means. The process continues 

until the value of the threshold converges. The algorithm is described as follows: 

1. Select an initial threshold 
0

T (e.g. the mean intensity). 

2. Partition the image into two groups (
0

R and
1

R ) using the
0

T . 

3. Calculate the mean intensity values 
0
µ and 

1
µ  of the partitions 

0
R and

1
R : 
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0
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T
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⋅∫

=
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⋅∫

=
∫

 

Where i : the gray level of the pixels (varying from 0 to N ). 

      ( )h i : the histogram weighting for every gray level. 

      T : the current threshold value. 

4. Select a new threshold ( ) / 2
0 1

Ti µ µ= + . 

5. Repeat step 2 to step 4 until
1

T Ti i= − . 
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With the threshold valueT , the histogram is separated into two sections. We can acquire from literature [12] 

that the final threshold value are the best possible solution for dividing the histogram while preserving the image 

average luminance. In the paper, we use the normalized optimum threshold value: /T N and the value      

( )
( )

0

0

T
h i di

N
h i di

∫

∫
as the color feature (i.e. double-typed value). 

2.2   Texture Feature 

Image texture, defined as a function of the spatial variation in pixel intensities (grey values), is useful in a variety 

of applications and has been a subject of intense study by many researchers. One immediate application of image 

texture is the recognition of image regions using texture properties. Statistics-based method, structure-based 

method and spectrum-based method are put forward. Statistic method refers to carrying out texture analysis in the 

condition of unknown the basic cell of texture, and it mainly describes the basic cell of texture or random and 

spatial statistic character in local pattern, such as GLCM (Grey Level Co-occurrence Matrices), wave transform, 

fractal representation, “visual” properties random field models and other representation.  

Haralick [13] suggested the use of grey level co-occurrence matrices (GLCM) to extract second order statistics 

from an image. GLCM has been used very successfully for texture classification in evaluations. Haralick defined 

the GLCM as a matrix of frequencies at which two pixels, separated by a certain vector, occur in the image. The 

distribution in the matrix will depend on the angular and distance relationship between pixels. Varying the vector 

used allows the capturing of different texture characteristics. Once the GLCM has been created, various features 

can be computed from it. 14 statistical measures of texture can be extracted from the matrix into a feature vector, 

i.e. Inverse Difference Moment, Energy (Angular Second Moment), Contrast, Correlation, Entropy. Here we 

choose three most commonly used features, listed in Table 1, for our evaluation. 

Table.1 Features calculated from the normalized co-occurrence matrix P(i,j) 

Feature Formula 

Contrast ( ) ( )2
,

i j
i j P i j−∑ ∑  

Energy ( )2 ,
i j

P i j∑ ∑  

Entropy ( ) ( ), log ,
i j

P i j P i j∑ ∑  

2.3   Shape Feature 

Hu moments are a set of algebraic invariants that combine regular moments [14]. They are invariant under 

change of size, translation, and rotation. Hu moments have been widely used in pattern recognition and proved 

successful in various applications. These moments can be used to describe the shape information of the image. If 

the object R is represented as an image, then the central moment of order p q+ for the shape of the object R is 

defined as, 

( ) ( ),
( , )

p q
x x y yp q c c

x y R
µ = − −∑

∈
. 

(1) 

Where ( ),x yc c  is the center of the image. This central moment can be normalized to be scaling invariant as, 

00

pq
pq r

µ
η

µ
=

2

2

p q
r

+ +
= . 

(2) 

                                               

Based on these moments, a set of moments invariant to translation, rotation and scaling can be derived, we only 

use first 2 moments for luminance component (i.e. two double-typed values) as follows: 

1 20 02
φ η η= + . (3) 
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2 2
( ) 4

2 20 02 11
φ η η η= − + . 

(4) 

                                                                        

3   The proposed offline multipurpose watermarking 

In our system, before we perform the online retrieval, we first embed two kinds of watermarks into each image in 

the database. These two watermarks possess different purposes, which is why our watermarking is called a multi-

purpose watermark scheme. One watermark is a visible copyright symbol watermark, which is used for copyright 

notification. The other is the invisible feature watermark, which is composed of the extracted features.  

These two watermarks are embedded in different blocks with different methods [15]. For convenience, let the 

original image X and the visible watermark V be 256 gray-level image of size 512 512× and128 128× , respec-

tively. 

3.1. Visible Watermark Algorithm. 

1. Divide the original image and the visible watermark into 4096 and 256 blocks of size8 8× , respectively. Cal-

culate the variance klV for all original image blocks. Find the maximal variance maxV , and the minimal vari-

ance minV , and calculate the normalized variance by: 

min

max min

V V
kl

kl V V
α

−
=

−
. 

(5) 

      2. From the 4096 blocks, we select 256 blocks for visible watermarking. Perform the visible watermarking 

process in the spatial domain based on the following equation:  

( )'
1

255

Xij
X X Vij ij ijkl kl

α α= ⋅ + − ⋅ ⋅ . 

(6) 

Where
'

Xij , Xij and Vij denote the pixels at position ( ),i j  in the block ( ),k l  of the visibly watermarked image, 

the original image and the visible watermark, respectively. 
kl

α is the normalized variance of pixels in the origi-

nal image block ( ),k l . 

3.2. Invisible Watermarking Algorithm 

The other blocks are used for invisible watermarking in DCT domain. Here, we normalized the feature value to 

be in the interval [0, 1]. After changing the feature vector (i.e. watermark) to binary sequences (e.g., we just use 

0000 0001 0010 0011 0100 0101 0110 0111 1000 1001 0001 0010 to denote a double-typed value 

0.012345678912), each bit is inserted by modifying the DC coefficient of each 8 8× block. Here the quantization 

index modulation (QIM) [16] is adopted, which can solve the distortion problem if an appropriate quantization 

step is selected. Assume d  is the quantization step, in this paper we use d =24, and f  is the coefficient to be 

modified, w  is the watermark bit. Calculate mod[ / ]m f d=  and r f m d= − × , and then the modification can 

be illustrated as follows: 

(a) If 0m =  and 1w = , then / 2f d= . 

(b) Else if 0m =  and 0w = , then 3 / 2f d= × . 

(c) Else if 0m ≠  and 1w = , then   

2 / 2

2 / 2

2 2 / 2

kd d

f kd d

kd d d

+

= +

+ +






      

f

if

if

i

 

2

2 1

2 1

m k

m k

m k
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= +

= +

    and

and

 / 2

/ 2

r d

r d

≤

>

 

(d) Else if 0m ≠  and 0w = , then       
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The extracting principle is very simple: if %2 0m =  , then 0w = , otherwise 1w = . When extracting the water-

mark, DC coefficient is extracted in the same order as embedding. 

4   Experimental Results 

The proposed system has been implemented using Visual C++ 6.0 software. In our experiment, we use a standard 

image database including 1000 miscellaneous images [17] of size 384 256× or 256 384× , which are classified 

into ten classes, each class including 100 images. During the offline process, we embed a 128 128× sized binary 

copyright watermark and 21 double-typed feature values, gaining the dual watermarked image, shown in Fig.1. In 

the experiment, we combine the feature watermark and the copyright watermark to construct the watermark to be 

embedded for each database image. After we obtain a watermarked image database, we can perform the online 

retrieval with various queries. Euclidean distance is employed as the similarity measure. 

For the query based on features, we show an example of retrieval results in Fig.2. Most common evaluation 

measures used in image retrieval are precision and recall [18]. Precision is the number of the retrieved relevant 

images over the total number of retrieved images, and recall is the number of the retrieved relevant images over 

the total number of relevant images in the database. The average precision and recall for each class is shown in 

Table 2. The average precision and recall for each class can be obtained as follows: First, we randomly select ten 

images from the class. Then, we use each image to be the query image. For each query image, we get the preci-

sion by obtaining the ratio of returned relevant images in this class in the first 64 returned images, and find the 

number of the returned relevant images and divide it by 100 to obtain the recall. After getting ten recalls and ten 

precisions, we average them to get the average recall and precision.  

For our image retrieval system, when carrying out offline operation, a problem arising is the error in bits, even 

only one bit, may make the extracted value very different from the embedded one. So we must guarantee the 

extracted feature watermark should be no bit loss. With regard to this, the experiment results show that we can 

extract the feature watermark 100% similar to the original embedded information without any attacks. 

Table.2 The average recall and precision for each class 

Class 

NO. 
Semantic 

Average    

Recall 

Average  

Precision 

1 People 0.235 0.367 

2 Beach 0.220 0.343 

3 Building 0.244 0.381 

4 Bus 0.351 0.548 

5 Dinosaur 0.618 0.965 

6 Elephant 0.172 0.268 

7 Flower 0.534 0.834 

8 Horse 0.203 0.317 

9 Mountain 0.152 0.237 

10 Food 0.218 0.340 

5. Conclusions 

This paper proposed a content-based image retrieval system based on a multipurpose watermarking scheme. It 

can be used for image retrieval and copyright notification simultaneously. This kind of technology is particularly 

useful if you intend placing image database on your website where you may be required to protect your copyright. 

The visible watermark obviously notifies your copyright. In addition, the system embeds the features in the im-

ages, and we need no extra space to save the feature data. Therefore, the storage space is saved.  
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Fig.1. Visible copyright watermark and dual watermarked image 

 

 

Fig.2. The retrieval system of our experiment 
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