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Abstract. In the NE (Network Element) of ForCES (Forwarding and Control Element Separation) architec-
ture, there may be hundreds of FEs (Forwarding Element). These FEs’ performance directly reflects the NE’s 
ability of processing data and providing services. Their topologies exist in various forms. In this paper, the 
common features of these topologies are studied, and a performance solving method that abstracting FE as 
GPS scheduler is proposed. Under the self-similar FBM (Fractional Brownian Motion) traffic, the perfor-
mance bounds of multiple flows processed by a single FE are derived. In order to guarantee the performance 
of the through traffic, based on the performance model, the requirements of processing weight in each FE are 
analyzed  

Keywords: ForCES performance model, Forwarding performance, GPS abstraction, Stochastic network cal-
culus 

1   Introduction 

Forwarding and Control Element Separation (ForCES) Working Group (WG) in IETF Routing Area, is one of 
the most influential research organizations in open programmable network research area. The WG specializes in 
the architecture and protocol standards of open programmable IP Network Element (NE, Such as, router, firewall, 
or load balancer, etc.). As shown in Fig.1, the IP NE can be constituted by more than one CE and FE which are 
connected by ForCES protocol [1]. CE can do dynamic configuration and management to the resources of the 
FEs via the ForCES messages. The resources within the FE are expressed as different Logical Functional Blocks 
(LFB) [2]. 

Flows those entered into the NE will be processed by one or more FEs. These FEs may be heterogeneous, or 
isomorphism. That is, they can be constituted with the same or different LFBs, and they also can be implemented 
in different platforms, such as network processor, ASIC etc. FEs with the same or different functions are inter-
connected together through some kind of physical network. To form logical topology and implement various 
network services, their logical connections can be dynamically changed by CE 

 

 
Fig. 1. Architecture of ForCES NE 
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There are many FE topology types. From the topology shape, there are ring, chain and full mesh topologies. 
From the processing direction of flow, there are feed-forward and non feed-forward topologies. The performance 
of different data channels of different topologies directly reflects the capability that the NE can provide.  

Many researchers have paid attention to the forwarding behavior and forwarding performance of the network 
nodes, such as, Xiong [3] studied a scalable fast forwarding approach for IP networks to optimize the cost and 
performance of routers, and he also introduced two LIC-based fast forwarding schemes for explicit routing with 
scalability [4]; Chang [5] studied the issues of geographic forwarding in MANET; Niu [6] introduced a P2P 
Query algorithm based on betweenness centrality forwarding in opportunistic networks. The linear topology is 
studied widely in current research area of network performance. If the envelope of cross flow is known, the ser-
vice curve of through flow will be directly determined by the system scheduling policy: such as, Mao [7] intro-
duced how to solve the service curve under multiplexing, Kumar [8] studied the service curve of FIFO multi-
plexing, Blake [9] and Liebeherr [10] introduced the service curve under EDF scheduling policy. Fidler [11][12] 
introduced a method to solve the performance model of feed-forward topology with no loops. In his studies, the 
nodes were marked according to the processing sequence in the system. For each node, first, they calculated the 
envelope of cross traffic, got the leftover service curve of through traffic, and then derived the departure enve-
lope process of through traffic. When carrying out the above process to the through flow in the first node, its 
departure envelope can be obtained, and then the arrival process is known in the node with higher label. That is 
because the arrival process of the through flow in one node is exactly the departure process in its previous node. 
By the stepwise method, the end-to-end performance of linear system can be obtained. Lenzini [13] and Kim [14] 
introduced a method to solve the end-to-end service curve in tree topology. Lenzini [15] also introduced a meth-
od named LUDB (Least Upper Delay Bound) based on network calculus to solve the end-to-end delay. The 
transmission of the flow in the network was generalized and extended processed, and the end-to-end delay could 
be derived without considering the specific internal path of flow in the network topology. At the same time, the 
author divided the topology into nested tandem network and non-nested tandem network, and transformed the 
nested network into tree topology, then used the method introduced by Lenzini [13] and Kim [14] to solve the 
performance. 

The main contribution of this paper is that a performance solving method that abstracting FE as GPS sched-
uler is proposed. the performance bounds of multiple flows processed by a single FE are derived under the self-
similar FBM (Fractional Brownian Motion) traffic. In order to guarantee the performance of the through traffic, 
based on the performance model, the processing weight requirements in each FE are analyzed. 
The paper is structured as follows. Section 2 studies the FE topology and GPS abstraction. Section 3 proceeds 
with the derivation of statistical performance bounds on backlog and delay of the FE. Section 4 analyzes the 
processing weight requirements to guarantee the performance of through flow. Simulation and validation are 
shown in section 5. Conclusions and discussing our future work are presented in section 6. 

2   GPS scheduling abstraction for FE 

When there are multiple FEs in ForCES NE, flows arrived from one FE can be processed and left from another 
FE. These flows are transmitted on the Fi reference point in ForCES architecture (see Fig. 1). FEs can learn the 
current FE topology by this reference point. There are various forms of FE topology, as shown in Fig. 2.  

 

Fig. 2. The forms of FE topology (1) 

No matter what form the FE topology is, based on the processing direction of flow between FEs, all FE to-
pology can be divided into two categories: the feed-forward and non feed-forward, as shown in Fig. 3. Loops are 
easily occurred in non feed-forward topology, and a method by using spanning tree protocol is usually used to 
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avoid these loops. So when analyzing the performance of a specific flow, we can convert all topologies into the 
feed-forward type. 

s1
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A2
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A)Feed-forward B)Non feed -forward
 

Fig. 3. The forms of FE topology (2) 

In ForCES system, there are FEs with various functions, such as, media input processing, Qos processing, 
forwarding routing, media output processing, load balancing and so on. From the abstract perspective, each FE 
can be considered to be a single service system with certain rate. And in this system, different types of flow can 
obtain different levels service guarantee in each FE. So, the flows received process by every FEs, can be treated 
as they undergoing a GPS scheduling process, as shown in Fig. 4. 
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Fig. 4. The flows processed in FE topology with no loops 

3   Performance model of GPS scheduling with FBM-based traffic 

Consider a GPS scheduling system with service rate ݎ and serving ܰ flows. According the definition of GPS, we 
assign a positive parameter ߶	(1 ≤ ݅ ≤ ܰ), called weight, to each flow. Let ܵ(߬,  denote the amount of traffic (ݐ
served in the time interval ሾ߬,    ሿ for flow i, thenݐ

 
ܵ(߬, ,߬)ܵ(ݐ (ݐ ≥ ߶߶ , ݆ = 1,2,⋯ ,ܰ. ( 1 )

At the same time, we call ݃ = థ∑ థೕೕಿసభ  .is the guaranteed service rate for flow i in unit time ݎ

A concept of “feasible ordering” for GPS was given in [16][17][18]: for a given set of input flows in a GPS 
system whose long-term average rate is ρ୧, ∑ ேୀଵߩ <  an ordering is called “feasible ordering” among the ,ݎ
flows with respect to {ߩ}ଵஸஸே and {߶}ଵஸஸே , if 

ߩ  < ߶∑ ߶ேୀ ቆ1 − ିଵୀଵߩ ቇ , 1 ≤ ݅ ≤ ܰ.  ( 2 )

Generally, there are not only one feasible orderings for the flows in a given GPS system with {ߩ}ଵஸஸே and {߶}ଵஸஸே. 
According [23], the statistical sample path envelope of FBM traffic is  

;ݐ)ᇱܩ  (ߪ = ߩ) + ݐ(ߠ + ߪ , (ߪ)ᇱߝ = ఙ)ି݁ܮ ⁄ )ഁ ( 3 )

where 	ߚ = 2(1 − ,(ܪ ܿ = ቀ ଶఏಹቁ భభషಹ , ܮ = ݁ ∙ ݔܽ݉ ൜1, 4ு ఎ ఏൗ ାଶିுଶு(ଵିு)ൠ, θ is any positive number. 

We first give two auxiliary theorems, before solving the GPS scheduling performance with FBM-based arri-
val traffic. Theorem 1 was appeared in [19] and [20]. We will proof theorem 2.   

Theorem 1: For any positive numbers ܽ and ܾ, ݇ = 1,2,⋯ , ݔ and any ,ܭ ≥ 0, we have 
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 ݂݅݊௫భା⋯ା௫಼ୀ௫ܽ݁ିೖ௫ೖ
ୀଵ = ݁ି௫௪ ෑ(ܾܽݓ) ଵೖ௪

ୀଵ  ( 4 )

where w =	∑ ଵୠౡ୩ୀଵ . 

Theorem 2: For any positive numbers	ܽ,ܾ (݇ = 1,2,⋯ , 0	,(ܭ < ߚ < 1, and any ݔ ≥ 0, we have: 

 ݂݅݊௫భା⋯ା௫಼ୀ௫ܽ݁ିೖ௫ೖഁ
ୀଵ = ݁ିభషഁ௫ഁ௪ ෑ(ܾܽݓ) ଵೖ௪

ୀଵ  ( 5 )

where	ݓ = 	∑ ଵೖୀଵ . 

Proof: Let	ݔఉ = ଵݔ	. Becauseݕ + ⋯+ ݔ =  according to Lagrange multiple method, we can get the ,ݔ

maximum value of ݔଵఉ + ⋯+ ଵݔ ఉ(whenݔଵିఉܭ is	ఉݔ = ⋯ = ݔ = ଵ   .(ݔ	

As a result, ݕଵ + ⋯+ ݕ ≤ ఉ, then ݂݅݊௫భା⋯ା௫಼ୀ௫ܽ݁ିೖ௫ೖഁݔଵିఉܭ
ୀଵ = ݂݅݊௬భା⋯ା௬಼ஸభషഁ௫	ܽ݁ିೖ௬ೖ

ୀଵ  

According Theorem 1 and with the fact that ݁షೣೢ	is monotone decreasing, we have ݂݅݊௬భା⋯ା௬಼ஸభషഁ௫	ܽ݁ିೖ௬ೖ
ୀଵ = 		 ݁ିభషഁ௫ഁ௪ ෑ(ܾܽݓ) ଵೖ௪

ୀଵ  

The theorem is proofed. 
We use horizontal decomposition method mentioned in [21] and [22] to solve the performance of GPS 

scheduling system. The GPS system is decomposed into several SSQs (Single-server queue), as shown in Fig. 5. 
Without loss of generality, we also think 1,2,⋯ ,ܰ is exactly a feasible ordering. ߜ(ݐ) is the backlog of the ith 
SSQ. 

GPS

……

……

……

……

)(1 tδ

)(tiδ

)(tNδ

1A

iA

NA

1( )Q t

( )iQ t

( )NQ t

1A

iA

NA

 
Fig. 5. Decomposing the GPS into ۼ fictitious SSQs 

From [16], we can know there is the relationship between the backlogs of un-decomposed and decomposed 
GPS system.  

 ܳீௌ(ݐ) ≤ (ݐ)ߜ + ߮ߜ(ݐ)ିଵ
ୀଵ .  ( 6 )

(ݐ)ௌீܦ  	≤ 1݃ ቌߜ(ݐ) + ߮ߜ(ݐ)ିଵ
ୀଵ ቍ ( 7 )

Where ߮ = థ∑ థೕೕಿస 	 , ݃ = థ∑ థೕೕಿసభ  . ܥ

From ( 6 ), we can get 

 ܳீௌ(ݐ) ≤ (ݐ)ߜ + ߮ߜ(ݐ)ିଵ
ୀଵ   

 				= (ݐ)ߜ + ߮ߜଵ(ݐ) + ⋯+ ߮ߜିଵ(ݐ)  
 = (ݐ)ߜ + (ݐ)ଵఝߜ + ⋯+ ିଵఝߜ (ݐ)  ( 8 )
where ߜఝ(ݐ) = ߮ߜ(ݐ), ݆ < ݅ . 

We have the following theorem about the performance bound in GPS scheduling system with FBM-based 
traffic: 

Theorem 3: Given a GPS scheduling work conserving system which serves N flows, the service rate is ܥ , 
the weight of the ith flow is ߶	(1 ≤ ݅ ≤ ݅）	(ݐ)ܣ .(ܰ = 1,2, …ܰ）is the arrival process of each flow. The 
arrival processes are stochastically independent, and they are the FBM process with Hurst parameter H. Their 
average arrival rate is ρ୧, where ∑ ேୀଵߩ < Assume that 1 .ܥ → 2 → ⋯ → ܰ is a feasible ordering with respect to {ߩ +  :}ଵஸஸே and {߶}ଵஸஸே. For each flow, the average backlog and delay has the following boundsߠ
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(ݐ)ܳ}ݎܲ  ≥ {ݔ < ݁ିభషഁ௫ഁ௪ ෑ(ܮܾݓ) ଵೖ௪
ୀଵ  ( 9 )

(ݐ)ܦ}ݎܲ  ≥ ݀} < ݁ିభషഁ(ௗ)ഁ௪ ෑ(ܮܾݓ) ଵೖ௪
ୀଵ ( 10 )

where ܾ = ቐ ଵఝഁೖഁ , ݇ = 1,2, … (݅ − 1)ଵೖഁ , ݇ = ݅ ݓ , =	∑ ଵೖୀଵ = ܿఉ + ߮ఉ ∑ ܿఉିଵୀଵ ߚ , = 2(1 − ,(ܪ ܿ = ൬ ଶఏಹ൰ భభషಹ ,
ܮ = ݁ ∙ ݔܽ݉ ቊ1, 4ு ఘೖ ఏೖൗ ାଶିுଶு(ଵିு) ቋ , ݃ = థ∑ థೕೕಿసభ  。ܥ

Proof: We first analyze the SSQ. The error function of probability is zero in a service system with constant 
service rate, so, for the ith SSQ，according Corollary 5.3 in [19], we have 

(ݐ)ߜ}ݎܲ  ≥ {ݔ = (ݔ)ߝ = ݁ିቀ௫ܮ ൗ ቁഁ ( 11 )

Then in ( 8 ): 

(ݐ)ఝߜቄݎܲ  ≥ ቅݔ ≤ ݎܲ ൜ߜ(ݐ) ≥ ൠݔ߮ ≤ ݁ିቀ௫ܮ ఝೕൗ ቁഁೕ
 ( 12 )

For the convenience of calculation，we think every traffic has the same H, then 

(ݐ)ఝߜቄݎܲ  ≥ ቅݔ ≤ ݎܲ ൜ߜ(ݐ) ≥ ൠݔ߮ ≤ ݁ିቀ௫ܮ ఝೕൗ ቁഁ
 ( 13 )

Let ߝఝ(ݔ) = ݁ିቀ௫ܮ ఝೕൗ ቁഁ = ݁ିቀଵܮ ఝೕൗ ቁഁ௫ഁ
, then according to ( 6 ) and ( 8 ), we have 										ܲݎ{ܳ(ݐ) ≥ {ݔ ≤ (ݐ)ߜ൛ݎܲ + (ݐ)ଵఝߜ + ⋯+ ିଵఝߜ (ݐ) ≥   ൟݔ

 			< ߝ ⊗ ଵఝߝ ⊗ …⊗ ఝߝ ⊗ …⊗ ିଵఝߝ ( 14 ) (ݔ)

Combined with theorem 2, we can get ( 9 ). For SSQ, the service guarantee rate is ݃ = థ∑ థೕೕಿసభ  So we can get ,ܥ

( 10 ). 
Theorem is proofed. 

4   Forwarding performance guarantee in ForCES NE 

As a network node that can process various forms of flows, ForCES NE should provide the capability of differ-
entiated service to different flows, such as the worst-case delay requirements. Generally, when analyzing the 
issues of performance guarantee by using the performance upper bound based on probability, an error probability 
should be specified firstly. And in order to achieve the guarantee to a flow, we need find the appropriate pro-
cessing weight to the flow in all FEs. In the subsequent analysis, we assume the error probability is known. 
Through changing the weight, according to ( 10 ), we can get a different delay d. We need find a best weight to a 
spedific ݀. 

If there is a ForCES NE with ܰ FEs which serves ܯ flows, and the service rate of the ith FE is ܥ. ܣ(ݐ)	
（݅ = 1,2,  is the arrival process of each flow. Their arrival processes are stochastically independent, and（ܯ…
they are all self-similar FBM process with Hurst parameter H. Their average arrival rate is ߩ, where ∑ ெୀଵߩ  . When a flow is processed by the ith FE, the delay is d୧. The total delay is d while the flow goes through theܥ>
ForCES NE. The processing weight is ݔ(	0 < ݔ < 1) in the ݅th FE. 

Assume the flow is in the first place in the processing sequence, according the definition of feasible ordering, 

when (ߩଵ + (ଵߠ < ܥݔ ， that is ݔ > (ఘభାఏభ) , 1→ (݆)ୀଶ,ଷ…ே is a feasible ordering with respect to ߩଵ ,ଵߠ+ ∑ ൫ߩ + ൯ேିଵୀଵߠ } and {ݔ, (1 − ߠ )}, whereݔ > 0. And then ߮ଵ = , ߮ଶݔ = 1, combined with ( 10 ), we can 
get 

(ݐ)ீௌଵܦ}ݎܲ  ≥ ݀} < ଵ݁ି൬ௗ௫భܮ ൰ഁ ( 15 )

Let the error probability ܮଵ݁ିቀೣభ ቁഁ =  then ,ߝ

 ݀ = ܿଵ ඥ− ഁ(ଵܮ/ܧ)݈݃ ܥݔ  ( 16 )

There is ݀ > 0, 	ఘభ < ݔ < 1, and ݀ = ∑ ݀ேୀଵ , so 

 ݀ = ܿଵ ඥ− ഁ(ଵܮ/ߝ)݈݃  ேܥݔ1
ୀଵ  ( 17 )



Journal of Computers   Vol. 24, No. 1, April 2013 
 

52 

where ߚ = 2(1 − ܿ	，(ଵܪ = ቀ ଶఏಹభቁ భభషಹభ ଵܮ， = ݁ ∙ ݔܽ݉ ൜1, 4ுభ ఘభ ఏൗ ାଶିுభଶு(ଵିுభ) ൠ, θ is the optimization of parameter, 

and (ߩଵ + (ଵߠ <  .ܥݔ
Given a ForCES NE with two FEs, the service rate ܥଵ = ଶܥ ,ݏ/ܤܯ10 = ܪ An FBM flow with .ݏ/ܤܯ20 =0.8 is processed by these FEs, its average arrival rate ߩଵ =  is set to 0.01. When ߝ The error probability .ݏ/ܤܯ6

the delay that the flow goes through the NE is required less than 500ms or 800ms, according ( 17 ) and the con-
dition of feasible ordering, we can get the processing weight relationship in two FEs, as shown in Fig. 6 and Fig. 
7 respectively.  

 

Fig. 6. The relationship of processing weight in FE1 and FE2（܌ = ૡܛܕ） 

 

 

Fig. 7. The relationship of processing weight in FE1 and FE2（ࢊ = ࢙） 

From the figures, we can see, if the total worst-case delay requirement is smaller, the value field of ݔଵ and ݔଶ 
will be narrower. ݔଵ And ݔଶ are all have a minimum value. If the value of ݔଵ increases, the value of ݔଶ will be 
reduced correspondingly, that is, in the condition of total delay guarantee, when the flow's processing weight in 
one FE is increased, the processing weight in the other FE can be reduced. 

Obviously, because there are no other constraints, when all processing weight in each FE is assigned to a par-
ticular flow, its total delay will be minimal. So it is difficult to implement worst-case performance delay guaran-
tees, when we pay attention to one flow in isolation. 

5   Simulation and validation  

We simulated and validated the results of section 4 in NS-2 (Network Simulator, Version 2). We inherited the 
WIRR (Weighted Interleaved Round) to approximate GPS scheduling. The simulation topology is shown in Fig. 
8. GPS scheduling was running on node 1 and node 2. s1 is through flow, and s2 is cross flow. We used RMD 
(Random Midpoint Displacement) algorithm to generate self-similar FBM traffic. 
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Fig. 8. Simulation topology 

In the simulation, we recorded the arriving time of through flow on Node1 and Node2 (t1 and t3). Then the 
total delay is (t3-t1). All parameters used are same as those used in Fig. 6 and Fig. 7. When	ݔଵ = 0.65, the re-
sults are shown in Fig. 9. 

 

Fig. 9. The relationship of total delay with the processing weight in FE2（࢞ = . ） 

As shown in the figure, when ݔଵ = 0.65 and we fix an error probability, the worst-case total delay bound will 
be decreases with the increase of the value of ݔଶ theoretically, and the simulation results are basically in accord-
ance with this statistical tendency. Moreover, the results are smaller than the theoretical value of the case that 
error probability is set to 0.1, and are close to the value with error probability 0.5. 

6   Conclusion and future work 

In this paper, we studied the FE forwarding performance model in ForCES NE. To establish the model, FE is 
abstracted as GPS scheduler. And in a stochastic network calculus framework, based on the self-similar FBM 
(Fractional Brownian Motion) traffic, the performance bounds of multiple flows processed by a single FE are 
derived. By using the performance model, in the ForCES system with multiple FEs, the processing weight re-
quirements to guarantee the performance of business flows are analyzed. We also have given a simulation. 
Through comparing and analyzing the results, we can see the model can basically reflect the real system perfor-
mance. 

There are a number of issues to be investigated. For example, if there are multiple flows need to guarantee 
their performance simultaneously, how to optimize their processing weights in all FEs? At the same time, if there 
is parallel processing structure in the system, in this case, how to optimize the processing path according to the 
changes of performance caused by the dynamic changes of FBM parameters? 
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