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Abstract: A Q-learning-based algorithm is presented for heterogeneous wireless network selection. The pro-
posed algorithm can select the appropriate network for access according to different traffic types, terminal 
mobility and network load status. Simulation results show that the proposed algorithm has an efficient learn-
ing ability to achieve autonomous radio resource management, which effectively improves the spectrum utili-
ty and reduces the blocking probability. 
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1   Introduction 

As wireless communication technology develops a variety of wireless access technologies will coexist in the 
future communication environment. It is essential to coordinate heterogeneous wireless network resources due to 
overlapping network coverage, different traffic needs as well as complementary technical features. A lot of Joint 
Radio Resource Management (JRRM) [1] methods are presented to realize load balancing [2] and heterogeneous 
network selection [3]. However, many existing algorithms are neither autonomous for network access nor adapt-
able to the dynamic wireless network environment. The network should have the self-learning ability to con-
stantly revise its strategy according to the actual environmental situation to achieve network resources self-
management. 

Reinforcement Learning (RL) [4] is a learning algorithm in which the learning agent learns through its inter-
actions. The objective is learning what action to take at each state to maximize a specific metric. The agent 
achieves an optimal decision policy by repeatedly interacting with the controlled environment and evaluating its 
performance through a reward. RL is widely used in robotics and automatic control [5]. RL has been introduced 
into resource management in wireless communication systems [6-9] for its flexibility and adaptability. Q-
learning is a RL method in which the learning agent incrementally builds a Q-function that attempts to estimate 
the discounted future costs for taking an action in the agent’s current state. Existing research on Q-learning has 
been carried out in heterogeneous wireless network selection. 

Paper [10-11] studied the joint Q-learning algorithm for network admission control, but the traffic attributes 
are not distinguished. Paper [12] discusses Q-learning for autonomous joint management of resources, which 
considers the traffic attributes but without the difference in terminal mobility. Paper [13] distinguishes both, but 
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the utility function does not involve the bandwidth request which may influence the resource allocation. Moreo-
ver, the algorithm proposed lacks comparison with other algorithms. 

This paper improves the joint selection Q-learning based heterogeneous wireless network algorithm which se-
lects the appropriate network to access according to the traffic type, terminal mobility and network load status. 
Simulation results show that the algorithm reduces the system blocking probability and effectively improves the 
spectrum. 

This paper is organized as follows. The Q-learning strategy model is introduced in section 2. The process used 
to realize this scene with Q-Learning is presented in section 3. The proposed algorithm’s performance is as-
sessed in section 4 through simulations. Section 5 concludes the paper. 

2   Q-learning Strategy 

In reinforcement learning systems a machine or various systems with learning ability are referred to as the agent. 
The learning agent aims at learning an optimal control strategy by repeatedly interacting with the controlled 
environment in such a way that its performance evaluated by a scalar reward (cost) obtained from the environ-
ment is maximized (minimized) [14]. 

The basic reinforcement learning model consists of the following elements: 

1) The set of possible state 1 2{ , , }mS s s s=  . 

2) The set of possible action 1 2{ , , , }nA a a a=  . 

3) Reward (payoff) r . 
4) The strategy of the agent : S Aπ → . 

  Agent strategy

environment

reward
r

action
a

state
s

:s aπ →

 

Fig. 1. An illustration of agent-environment interaction 

The interaction between the agent and the environment is shown in Fig.1 [7]. The agent senses the environ-
mental state s S∈ at each time, then chooses an action a A∈  to perform based on the strategyπ . As a result 

the environment makes a transition to a new state 's S∈ and thereby generates a reward (payoff) ( , )r s a ac-

cording to the effect of the action. The reward is passed back to the agent and the process is repeated. The task 

of the learner is to find an optimal strategy *( )s Aπ ∈ for each state that maximizes the total expected cumula-

tive return over time. 
A variety of RL algorithms exist. A particular algorithm that appears to be suitable for network selection is 

called Q-learning [15]. The agent will update its strategy according to Equation (1) for the next time. 

                         1
'

( , ) (1 ) ( , ) ( max ( ', '))t t t t
a A

Q s a Q s a r Q s aα α γ+ ∈
= − + +  .                                           (1) 

In the above equation, [0,1)α ∈ is the learning rate. If the learning rate is decreased to zero in a suitable way, 

then as t → ∞ , ( , )tQ s a  converges to *( , )Q s a  with probability 1. The optimal strategy *π  is the one with 

the maximum Q-value: * *( ) arg max ( , )
a A

s Q s aπ
∈

= .  
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3   Q-Learning Algorithm for Network Selection 

3.1   System Model 

The overlapping coverage of a heterogeneous wireless network in this paper consists of UMTS and WLAN as 
shown in Fig.2. 

 

Fig.2. The heterogeneous networks model 

There is a JRRM controller with learning ability where the Q-learning algorithm is running. The JRRM con-
troller selects the appropriate network to access according to the traffic type, the terminal mobility, the network 
load status and other conditions. 

Only two types of traffic are considered in this paper, voice traffic and data traffic. Since the UMTS network 
and WLAN network have different features, WLAN network is more suitable for data traffic with high band-
width, and the UMTS network is more suitable for voice traffic because of its real-time characteristic. However, 
from the viewpoint of terminal mobility, the UMTS network is more suitable for high-speed mobile terminals, 
yet the WLAN network is more suitable for low-speed or stationary terminals. 

3.2   Problem Mapping 

The system state, action and reward must be carefully defined before the Q-learning algorithm can be applied to 
system selection in a heterogeneous network.  
 
(1) State 

The system state designated as s S∈  represents the load characteristics of all available networks, but also the 
different traffic types and terminal mobility. Even if the same load conditions exist in two networks, the optimal 
network will be different due to these two attributes. The main state set is defined in this article as follows: 

{ , , }S v m l=  . (2) 

Where v denotes the traffic type, only voice and data traffic are considered in this paper, so the value is 1 or 2, 
respectively, applied to both voice and data traffic. 
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Similarly, terminal mobility designated as m is briefly divided into two states, stationary and movement, and 
the value is 1 or 2 respectively. 

l represents network load conditions in the system, designated as the ratio of resources used to the total re-
sources in each network. For simplicity, the ratios are quantized into several levels in order to construct a Q 
value table. 

Note that a discrete series of arrival or the end of session events will affect the network status, such as the 
network load conditions, etc. However, the JRRM controller will not trigger when the session ends, because the 
JRRM Controller processes only access requests. The set of states is only associated with the arrival of a session, 
so the algorithm for network selection is used only when an access request comes. 
 
(2) Action 

In a wireless heterogeneous network the JRRM controller selects the appropriate network for access accord-
ing to the state and learning experience. Only UMTS and WLAN are considered in this paper, so it is relatively 
simple to set the actions defined as follows: 

{1,2}A =  .           (3) 

where 1 is the UMTS network and 2 is the WLAN network. 
 
(3) Reward 

The reward ( , )r s a  assesses the immediate payoff incurred due to the acceptance of a call in state s. Differ-

ent call accessing networks will give rise to different influence to the system performance because of the traffic 
type and terminal mobility. If the traffic type and terminal mobility match the chosen network, the cumulative 
spectrum utility is the maximum, otherwise it will be smaller. In order to balance the network load status the 
reward function is defined as follows: 

( )( , ) ( , )r v k m kβ η η= × +  .                                                                          (4) 

where ( , )v kη is the matching coefficient of the traffic v and the network k, ( , )m kη is the matching coefficient 

of the mobile state m and the network k. β is the load factor, which means the ratio of the remaining resources 

to the total resources in the chosen network. The exact values will be given in the following simulation section. 
Equation (4) can be described simply as follows: If the chosen network can match better with the traffic type 

and the terminal mobility, the matching value obtained is larger. However, if the match is poor the correspond-
ing value obtained is smaller. However simply maximizing matching values may cause severe resource imbal-
ances in the system, especially when particular continuous sessions reach the network. Thus, the JRRM control-
ler will timely guide the request session to the lower load network according to the load factor β  playing a 

certain role in load balancing.  
Meanwhile, in order to evaluate network performance reflecting the gains obtained by the user, the cumula-

tive spectrum utility U is defined as follows: 

                                        ( ( , ) ( , ))j j j
j

U b v k m kη η= +  .                                                                    (5) 

where jb  is the bandwidth session j is allocated. 

3.3   Algorithm Implementation 

The Q-learning algorithm is built into the system to consider the network load condition comprehensively, i.e., 
the type of traffic and the terminal mobility. Q-learning is an on-line learning scheme composed of two aspects: 
strategy update and Q-value update.  

1. Strategy update: In order to learn an optimum decision strategy, at each decision epoch the agent will select 
a network randomly with probability [0,1]ε ∈ , and with probability (1 )ε− it will select a network based on 

the stored Q-values.  
2. Q-value update: Q-values can be obtained from the Q-value look-up table corresponding to state and the 

network will be selected with the maximum Q-value. After transition to the next state the Q-values will be up-
dated according to equation (1). 

The algorithm procedure is described as follows: 
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1) Initialize. Set Q as 0, the discount factorγ , the initial learning rate 0α and the initial probability exploration 

0ε .The exact values of the related parameters are listed in Table 1. 

2) Acquire the current state S. The JRRM controller will collect the related state including the resources used in 
each network, the traffic type, the bandwidth requested and terminal mobility when session arrives. 
3) Choose an action from A. Choose an action to perform according to the action function of the current state 

( , )tQ s a , based on ε -greedy strategy. 

4) Obtain the reward r based on Equation (4) and the state 's of the next instant. The reward value is 0 if the 
session access request is rejected by the network. 

5) Update ( , )tQ s a according to equation (1). 

6) Update the parameters. After each iteration, the learning rateα and exploring probabilityε must be updated 
to satisfy the convergence requirement. These two parameters are set to reduce to 0 according to a function in-
verse to the learning process. 
7) Return to 2). 

4   Simulation Results and Analysis 

This paper considers that the new session occurs in the overlapping coverage area shown in Fig.2. The 
time interval for each arriving session is subject to an exponential distribution with a mean of 20s.The call-
holding time obeys an exponential distribution with a mean of 80s.Changing the user intensity coefficient u 
simulates how busy the network is. The larger u is set, the more sessions occur. There are only two types of 
traffic in the area, real-time voice traffic and non-real-time data traffic that are uniformly distributed. The voice 
traffic bandwidth requirement is set to 1 to 2 resource blocks. The data traffic bandwidth requirement is set to 3 
to 5 resource blocks. The network load is uniformly quantized into 10 levels for building the Q-value table. 
Other simulation parameters are set in Table 1. 

Table 1. Simulation parameters 

 UMTS WLAN 
Total resource blocks 50 100 

Matching coefficient 
( , )v kη  

voice 5 1 
data 1 5 

Matching coefficient 
( , )m kη  

still 5 1 
moving 1 5 

Other parameters 

Discount factor 0.8γ =  

Initial learning rate 0 0.5α =  

Initial exploring probability 0 0.5ε =  

 
The simulation evaluates the blocking probability and the cumulative spectrum utility of the JRRM Q-

learning algorithm (QLA). This paper also assesses the JRMM load balancing (LBA) algorithm and random 
access algorithm (RAA) without considering the JRRM concept for comparison. 

Figures 3 and 4 show the blocking probability and cumulative spectrum utility of each algorithm with the 
change in the user intensity coefficient. As can be seen from Fig.3 the network gradually becomes busy because 
of the increasing user intensity coefficient, so the blocking probability gradually becomes larger. All algorithms 
show the same trends in Fig.2. The RAA algorithm has the highest blocking probability because the status of the 
available resources in the network is not considered. Network selection based on the RAA algorithm is very 
blind, which is likely to select a fully loaded network, resulting in increasing blocking probability. The session 
request is always connected to the low-load network based on the LBA algorithm, so each network is not easily 
saturated. This greatly reduces the network blocking probability. Network load is one of the status parameters in 
the QLA algorithm, which only partly takes the load balancing between different networks into account with the 
traffic type and terminal mobility to match the network. Therefore, the blocking probability is worse than that in 
the LBA algorithm which fully features load balancing. 

Figure 4 shows that as the user intensity coefficient becomes larger the total number of sessions will also in-
crease. According to the cumulative spectrum utility definition, the system will accumulate the benefits arising 
from session access, so the cumulative spectrum utility gradually becomes larger. Among the three algorithms 
the QLA algorithm cumulative spectrum utility performance is the best. The session will access the proper net-
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work to make reasonable use of system resources based on the QLA algorithm because the traffic and mobile 
matching properties are taken into consideration. Although the blocking probability based on the LBA algorithm 
is better than that of the QLA algorithm, the LBA algorithm ignores the traffic type and terminal mobility influ-
ence, resulting in inefficient use of resources. The RAA algorithm has the worst performance of all. The reason 
is the same as that for the LBA algorithm. The high blocking probability directly affects the cumulative spec-
trum utility obtained. 
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Fig.3. Comparison of blocking probability with user intensity coefficient 
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Fig.4. Comparison of cumulative spectrum utility with user intensity coefficient 

Figures 5 and 6 show the blocking probability and cumulative spectrum utility of each algorithm over time. 
Figure 5 indicates the blocking probability convergence before and after learning. It is obvious that blocking 
probability based on the RAA and LBA algorithm is stable in general. Despite the QLA algorithm blindly ex-
ploring in the initial stage, it is convergent to the minimum with the learning process, which proves the effec-
tiveness of the proposed algorithm in on-line leaning ability. 
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The cumulative spectral utility trending over time is given in Fig.6. Though the accumulative spectrum utility 
of the QLA algorithm is essentially the same with the other two in the beginning, the QLA algorithm gradually 
outperforms the others. Through on-line learning the system can effectively apply experience to choose a subse-
quent strategy to improve the performance. 
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Fig.5. Comparison of blocking probability with time 

0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
x 10

5

time steps

cu
m

u
la

ti
ve

 s
p

ec
tr

al
 u

ti
lit

y

 

 
RAA
LBA
QLA

 

Fig.6. Comparison of cumulative spectrum utility with time 

It is the algorithms shown in Figs. 7 and 8 clearly differentiate the traffic type and terminal mobility influence. 
Whether from the traffic type or terminal mobility view point, the RAA and LBA algorithms are unable to dis-
tinguish sessions well. The QLA algorithm allows applying resources in the optimum configuration. The propor-
tion of voice traffic and the traffic initiated by the mobile terminal are higher than the data traffic and traffic 
initiated by a still terminal in UMTS. Conversely, the proportion of corresponding traffic is opposite. The QLA 
algorithm allows different networks to fully utilize their technical superiority, thereby improving the overall 
system. 

 



Feng et al.: A Q-learning-based Heterogeneous Wireless Network Selection Algorithm 
 

87 
 

RRA LBA QLA
-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

（
）

D
if

fe
re

n
ce

 o
f 

th
e

 r
a

tio
 o

f 
vo

ic
e

 a
n

d
 d

a
ta

vo
ic

e
-d

at
a

 

 

UMTS
WLAN

 

Fig.7. Difference in the voice and data ratio in UMTS and WLAN 
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Fig.8. Difference in the mobile and still traffic ratio in UMTS and WLAN 

5   Conclusion 

This paper examined a dynamic selection strategy in a heterogeneous wireless network based on Q-learning. 
Considering the network load condition, traffic type and the terminal mobility, the JRRM controller can reason-
ably assigned each session to the optimum network according to the network characteristics. It was shown that 
user perceived performance is enhanced by learning process convergence.  
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