Study on Ways to Restrain End Effect of Hilbert-Huang Transform
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Abstract. The Hilbert Huang Transform (HHT) is an advanced algorithm, but its end effect problem limits its applications severely. A new method to deal with the end effect is proposed in this paper. A new computation parameter is applied to estimating the similarity between two waveforms. Both the shape factor and amplitude factor are considered in the new parameter, and the more suitable end extending waveform can be acquired. The window function is designed and added to the extended data wave, and that can reduce the influence of end effect further. In the simulation experiments, time-frequency spectrums and marginal spectrums are given, and by contrasting the spectrums we can draw the conclusion that this new method to deal with the end effect is feasible and it can achieve better results than the traditional algorithms.
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1 Introduction

Now days, Hilbert Huang Transform (HHT) has been applying to many fields such as geophysics, biomedicine and engineering. Due to the advantage in analyzing non-linear and non-stationary signals, HHT is more and more being paid attention to [1]. But the end effect of it has an impact to the computational accuracy, and that has limited its application widely.

Domestic and foreign scholars have already done a great deal of theoretical and empirical research on the end effect of HHT. The research method can be roughly divided into three categories: the waveform extending method, the extremum extending method and the data forecasting method. [2][3] give a extending method based on waveform matching, but the shape similarity is not considered when the matching degree is calculated. A mirror extending method is discussed in [4][5], but the extended waveform is not accurate. An extremum extending method is studied in [6], and the computing method is too complex. In [7], the model of time series is built, and the extending data is forecasted. But the method is not good at deal with the non-linear and non-stationary signals. A process method for end effects of hilbert-huang transform based on support vector regression machines is studied by [8]. This method is super to the neural net algorithm method, but the complicated calculations cause a slow matching speed.

The methods above show the representative methods for dealing with the end effect, but that still have a common defect and the end point after being improved is uncertain. Usually, the end point is not the extreme point and the end of envelope is still divergent. That still can lead to decomposition error, and with the process of decomposition, the error will diffuse to all the decomposition processes. So, the more effectively end effect methods still need to be studied.

Research shows that the waveform extending method has better effect on restraining the end effect. In this paper, a new end extending method is studied, and the realization process of the algorithm is introduced in detail.
2 End Effect

HHT include two parts. One is the empirical mode decomposition (EMD); the other is spectral analysis of Hilbert. In EMD, the envelope of maximum and the envelope of minimum are obtained by cubic spline interpolation [9][10][11]. In most cases, the endpoint of the signal is not the extreme point, and this lead to the extreme envelope become divergent at the end part, and this causes significant errors to the decomposition results. The errors can cause the waveform distortion at the end of intrinsic mode function (IMF)[13][14]. Because the next IMF is associated with the previous ones, the errors will be gradually spread with the decomposition process. Finally, all the data sequence is influenced by the errors. That is the end effect of EMD [15]. The formula 1 is used to illustrate this phenomenon.

\[ X(t) = 0.8 \cdot \cos(10 \cdot \pi \cdot t) + \cos(4 \cdot \pi \cdot t) + \sin(2 \cdot \pi \cdot t) \]  

Fig.1 gives the curve of \( X(t) \) in formula 1 (0.4 ≤ t ≤ 3.6), and the extreme envelope are given. The two red dotted lines are the envelope of maximum and the envelope of minimum. From Fig.1 we can see that the end of the minimum envelope is diverging, and the minimum envelope can not include all data. That will influence the results of EMD decomposition. Fig. 2 gives the curve of \( x(t) \) and three IMFs by the decomposition process. The three IMFs should show the three periodic functions in formula 1. We can see that the ends of the three curves are all distorted, and the distorted parts are all mark up by the red circles. The distorted degree of IMF1 is the smallest, and that of IMF3 is the biggest. That is due to the errors are conducted from IMF1 to IMF3, and the errors increase with the conductive process.

![Fig. 1. Extreme Envelope of \( X(t) \)](image)

![Fig. 2. Result of EMD Decomposition](image)

The problem of end effect also exists in the spectral analysis of Hilbert Transform [16][17]. When we get the time-frequency spectrum and the marginal spectrum of each IMF, The sampling signal cycle is usually not integral, and that will result to a phenomenon of frequency spectrum leakage when the Fourier transform is processed. That causes the end of time-frequency spectrum become divergent, and the end effects come into being [18]. The result of data analyses is affected. To avoid the influence of the end effect, the sampling signal cycle
must be insured to be integral, but that is impossible in a practical application because of the randomness and uncertainty of sampling signal [19][20].

In order to deal with the problem of end effect, two factors should be considered. One is how to avoid the problem of the envelope end-point singularity; the other is how to obtain the trend of signal endpoint. The ultimate aim is to eliminate error of the envelope that is obtained by cubic spline interpolation.

At present, the most effective way to reduce the impact of end effect is the end extending method. In this paper, a new end extending method is proposed, and the viability and effectiveness are verified by a series of experiments.

3 The End Extending

3.1 Fundamental Concepts

To determine endpoint curve’s tendency is the crux of end extending. The change tendency of original signal not only is related to the shape of terminal curve, but also the change of inside curve [21]. If we find the trend of a waveform is similar to the terminal curve, the waveform can be selected as the end extending waveform. The similarity of two segments of the curve is related to the shape and the amplitude of the waveform. But there are seldom end extending approaches consider two factors at the same time. In this paper, both shape and amplitude are considered, and the most suitable end extending waveform can be obtained.

Some fundamental concepts are explained as below:

1) The matching distance of two curves is defined as follows:

\[ md = \sum_{i=1}^{n} | x(t_1 + i \cdot \Delta t) - y(t_2 + i \cdot \Delta t) | \]  

Where \( md \) is matching distance of \( x(t) \) and \( y(t) \); \( i \) is the number of sampling point and \( \Delta t \) is sampling interval.

It can be seen from this formula that the smaller the value of \( md \) is, the more similar the two curves are.

2) The similarity coefficient of two curves is defined as below:

\[ sc(x(t), y(t)) = \frac{\text{cov}(x(t), y(t))}{\sqrt{\sigma(x)} \cdot \sqrt{\sigma(x)}} \]  

Where \( sc(x(t), y(t)) \) is the similarity coefficient of \( x(t) \) and \( y(t) \); \( \text{cov}() \) is covariance, and \( \sigma() \) is variance. \(-1 \leq sc \leq 1\).

From above formula, we can see that the bigger the value of \( sc \) is, the more similar the two curves are. When \( sc=1 \), the waveform is identical, and on the contrary, when \( sc=-1 \), the waveform is completely opposite.

3) The matching distance only gives the difference degree of two waveforms’ amplitude. The similarity coefficient only gives the similarity of two waveforms, but the difference of amplitude between two curves is not considered. So, the new parameter \( sd \) is established in this paper, and in parameter \( sd \), both the matching distance and the similarity coefficient are considered. The parameter \( sd \) is defined as below:

\[ sd = \frac{md_{uni}}{sc + \varepsilon} \]  

Where \( \varepsilon \) is a small positive number, and it can avoid the denominator is zero when \( sc=0 \). The \( md_{uni} \) is normalized matching distance, and it is given as below:

\[ md_{uni} = \frac{md}{\max(md)} \]
Through analysis, we know that the smaller the value of $sd$ is, the more similar the two curves are.

4) In the process of end extending, a new window function is designed, and it can avoid further influenced by the end effect. The window function is given as below:

$$ wf(t) = \begin{cases} 
1 - (1 - t/A)^4 & -A \leq t < 0 \\
1 & 0 \leq t < L \\
1 - (t/A)^4 & L \leq t < t + A 
\end{cases} $$  \hfill (6)

Where $wf(t)$ is the window function, $A$ is the $t$ axis length of the extending waveform, $L$ is the $t$ axis length of original signal. In this paper, the $t$ axis length of both left and right extending waveform is same. Fig. 3 gives the waveform shape of the window function.

3.2 New End Extending Algorithm

In this paper, we will focus on the end extending of left end point, and the end extending of right end point works in the same way. Suppose the original signal is $x(t)$, and Fig.4 gives a section of $x(t)$. The collection of all maximum $t$-coordinate is: $\{M_{max}\ M_0, M_1, \ldots, M_k\}$, and the collection of all minimum $t$-coordinate is: $\{N_{max}\ N_0, N_1, \ldots, N_k\}$. $S_0$ is the $t$-coordinate of left end point. The curve segment includes $S_0$, $M_0$ and $N_0$ is called $\Psi_0$, and $\Psi_0$ is used for matching.

The end extending process is illustrated as follows:

1) Moving $\Psi_0$ from the left of the curve to the right, until $M_0$ overlap with $M_i(i=1,2,\ldots,k)$. The curve segment that overlaps with $\Psi_0$ is called $\Psi_i(i=1,2,\ldots,k)$. The $sd$ of $\Psi_0$ and $\Psi_i$ is calculated respectively according to the formula 4. Finding out a $\Psi_p$ that the minimum value of $sd$ is corresponds to, and $\Psi_p$ is the matching waveform we want to find. $M_p$ is the maximum of $\Psi_p$.

2) A curve segment that on the left of $M_p$ is picked up as the extending waveform and the extending waveform is moved to the head of $S_0$ to achieve the left end extending. The length of the extending waveform should be determined in advance.

By the same way, the right end extending can be achieved also.

3) After the end extending process, the window function should be added to the extended curve according to the formula 7:
y(t) = \begin{cases} 
  x(t)(1 - (1 - t / A)^4) & -A \leq t < 0 \\
  x(t) & 0 \leq t < L \\
  x(t)(1 - ((t - L) / A)^4) & L \leq t < t + A 
\end{cases} \quad (7)

Where \( x(t) \) is the data signal after being extended, and \( A \) is the t axis length of the extending waveform. \( L \) is the t axis length of original signal before extending. \( y(t) \) is the waveform after the window function is added.

Fig. 5 gives a data signal after being extended, and the curve segments that are included in two red boxes are the extending waveforms. Fig. 6 gives the curve after the window function is added to. \( S_0 \) is the left end point of original signal, and \( S_k \) is the right end point.

4) To the extended signal, the EMD and Hilbert transform are run. By cutting out the extended segment part from the extended signal result, the final result for original data is obtained.

In the above algorithm, the waveform matching extension is achieved at first, and the window function is added followed. By the process, the junction of the original signal and its extending waveforms can have a smooth transition, and the abrupt frequency hopping at the boundary is avoided. In order to further reduce the extension error, the window function is added. The window function can weaken the error at both extending curve ends, and it can solve the problem of end-point divergency at envelope’s end point. This can prevent the error diffuse to the internal signal, and the better decomposition process can be acquired.

4 The Simulation Experiments

In order to verify the effectiveness of the above algorithm, simulation experiment is implemented. Formula 8 is designed to test the algorithm.

\[
 x(t) = (1 + 0.2 \cdot \sin(15 \cdot \pi \cdot t)) \cdot \cos(60 \cdot \pi \cdot t + 0.5 \cdot \sin(30 \cdot \pi \cdot t)) + \sin(240 \cdot \pi \cdot t) \quad (8)
\]

We use the interval of \( x(t) \ (t \in [0.02 \ 0.21]) \) to process the EMD decomposition and HHT transform. Sample frequency is 2560, \( A=0.0037 \).
Fig. 7 shows the envelopes for the curve of formula 8 ($t \in [0.02 \ 0.21]$). From Fig.7 we can see that the envelope of right endpoint is divergent, and the maximum envelope cannot include all data near the right endpoint. The problem of end-point singularity is considered to be the main role in the process of end effect. Because the envelopes will be used to evaluate the IMFs, and the error of the envelopes will influence the whole process of EMD and Hilbert transform. So, the end effect will generate inevitably.

In Fig.8, the curve that has been extended using traditional algorithm (introduced by [2]) is given ($t \in [-0.03 \ 0.26]$), and the envelopes are shown too. From Fig.8 we can see that the envelope of left endpoint is divergent and the right endpoint envelope cannot include all data. Though, the end effect caused by this situation can be weakened by the end extending algorithm, but that still influence the final result to some extent.

Fig. 9 shows the extended curve by algorithm of this article ($t \in [-0.03 \ 0.26]$), and the corresponding envelopes are also given. As can be seen from Fig.9, all the data of the curve can be included by envelopes and the envelope shape at two ends of the curve is convergence. In Fig.9, the shape factor and amplitude factor are embodied in the initial stages of the curve, and the divergent phenomena of envelopes can be corrected effectively at the ends of the curve. That can play an important role in restraining the end effect.

Fig.10 is the decomposition of EMD before end extending. From Fig.10 we can see that four IMFs are decomposed, and the frequency of IMF1 is the highest. Because of the impact of end effect, the end waveform of IMF1 is distortion. Fig. 11 is the time-frequency spectrum of original signal before end extending, and Fig.12 is the IMF1 marginal spectrum of it. From Fig.11 we can see that the end of IMF1 frequency spectrum has several distortion, and the frequency has anomalous change. In this paper, only the marginal spectrum of IMF1 is given.
so as to show the result clearly. From Fig.12 we can see that the frequency amplitude is the maximum near 120Hz, and it is the main frequency bands of IMF1. There is also some low frequency part between 50Hz to 100Hz, but the frequency amplitude is very small. This low frequency part is caused by end effect.

The process of end extending is fulfilled according to the algorithm mentioned above. After end extending and adding the window function, the EMD decomposition and Hilbert transform are implemented. Finally, the results are picked out according the actual data length, and the additional sections are deleted. Fig.13 is the Time-frequency spectrum of the final result, and Fig.14 is the IMF1 Marginal spectrum of it. From Fig.13 we can see that the distortion at the end of IMF1 frequency spectrum has been rectified. The low frequency part
between 50Hz to 100Hz has almost disappeared in Fig.14. That can demonstrate that the end extending algorithm has a good effect.

Fig. 13. Time-frequency Spectrum by Improved Extending Algorithm

Fig. 14. Marginal Spectrum of IMF1 by Improved Algorithm

The traditional end extending algorithm is introduced by [2], but only the amplitude similarity factor is considered when the waveform similarity is calculated and the window function is not considered. Fig.15 is the time-frequency spectrum by the algorithm, and Fig.16 is the IMF1 Marginal spectrum of it. From the Fig.15, we can see although the algorithm having gained some effect, there is still a little divergent phenomenon in the end of IMF1 frequency spectrum. Comparing with Fig.13 and Fig.14, there is also more the low frequency part before 100Hz in Fig.15 and Fig.16. The reason is that both shape and amplitude factor are considered in the new

Fig. 15. Time-frequency Spectrum by Traditional Extending Algorithm
algorithm, and the window function is added to the extended waveform. All of that can play a role in avoiding end effect. So, we can see that the algorithm in this paper has a better performance.

5 Conclusions

The end effect is a serious problem in practical application of HHT. For example, when we analyze a vibration signal, more than 10 IMFs usually can be decomposed, and the more IMFs are decomposed, the more serious the end effect plays impact to.

After discussing the end effect HHT in detail, a new method for the end effect is discussed in this article. The traditional method is improved. Both shape and amplitude factors are considered, and the variation tendency of the waveform can be more precise analyzed. This can make the extended waveform has a more exact embodiment to the change trend of original curve. In order to reduce the envelopes endpoint divergence after being extended, the window function is added to the algorithm. This can reduce the influence of end effect further. The contrast for the extended curve envelopes between the new algorithm and traditional algorithm is given. By analyzing the relevant time-frequency spectrum and marginal spectrum in detail, the experiments have verified that the proposed algorithm is superior to traditional algorithm, and better results can be obtained.
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