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Abstract. The decomposition of concept lattice is a very important part in the formal concept analysis. In this 
paper, the hierarchy of concept lattice was introduced and some conclusions were given, then the 
decomposition algorithm of concept lattice was proposed which used the hierarchy of concept lattice, which 
not only reduces the comparison, but also no abundant node is created. At the same time, the Hasse diagram 
is produced.  
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1   Introduction 

Since Professor Wille put forward formal concept  analysis[1] in 1982, as the data structure, concept lattice can 
show the hierarchy relation between concepts, which has been widely used in data mining, software engineering, 
information retrieval and clustering analysis[2], [3], [4].  

In real life, the data is very huge and complex, the processing is very inconvenient. Therefore, it is need to 
decompose the concept lattice built on the data background into some independent sub-concept lattices and then 
processed, which can bring great convenience for data analysis and rule extraction. At the present, there hasn’t 
been much research on this aspect. In literature [5], there will be a lot of redundancy during the decomposition, 
which will greatly increase the complexity of the problem itself; in Literature [6], the decomposition algorithm 
proposed contains only an object or attribute, when the objects and attributes of interest are more, the 
decomposition of efficiency may be greatly reduced; in the paper [7], during the nodes generated in sub-concept 
lattice, the comparison is more and can be reduced further. 

In this paper, the hierarchy of concept lattice was introduced and some conclusions was given, then the 
decomposition algorithm of concept lattice was proposed which used the hierarchy of concept lattice. The 
algorithm arranges the nodes of concept lattice in ascending order of the extent, if the intersection of the extent 
appears for the first time, the node in sub-concept lattice is generated; in judging the first appearing or not, only 
comparing the extents of the nodes which are generated in the same layer before, the comparison with all the 
nodes generated before is unnecessary, which not only reduces the comparison, but also no abundant node is 
created. At the same time, the Hasse diagram is produced. 

2   Preliminaries 

Definition 1 [5]  One formal context ( , , )K O D R=  is a triple, O  is an object set, D  is an attribute set, 

R O D⊆ ×  is the binary  relation between  O  and D . For A O⊆ , B D⊆ , the mapping  is defined  as  

             { , ( , ) }A m D g A g m R′ = ∈ ∀ ∈ ∈ ; 

             { , ( , ) }B g O m D g m R′ = ∈ ∀ ∈ ∈  

If A B′= , B A′= , ( , )A B   is called one node, and A  is called the extent of the node ( denoted as extent(C )) 

and B  the intent(denoted  as  intent (C )), respectively.  
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Definition 2 [5] If 1 1 1( , )C A B=  and 2 2 2( , )C A B=  is two nodes and 1 2A A⊇  ( 1 2B B⇔ ⊆ ), 2C  is called 

the child node of 1C ,  is the father node of 2C , which is denoted as 1 2C C≥ . If there is no node 3C  which 

satisfies 1 3 2C C C≥ ≥ , then 2C  is called the direct child node of 1C  and 1C is the direct father node of 2C . 

In this order, the set of all nodes  is called the concept lattice of K  and denoted as ( , , )L O D R . The greatest 

node is ( , )O O′ ,  the smallest node is ( , )D D′ . 

 

Theorem 1 [5] For the concept lattices 1( )L K  and 2( )L K , where ( , , )K O D R= , 1 1( , , )K O D R= , 

2 2( , , )K O D R= , 1 2O O∪ , 1 2O O φ∩ = , then ( )L K  can be mapped to concept lattices 1( )L K  and 

2( )L K  through the function φ  

              1 1 2 2(( , )) (( , ( ) ), ( , ( ) ))A B A O A O A O A Oφ ′ ′= ∩ ∩ ∩ ∩                             (1) 

 

Theorem 2 [7] For 1 2( ) ( , )C C Cφ = , the node ( )C L K∈ , ( )i iC L K∈  and 1,2i = . If the extent of the 

nodes generated by all child nodes of the node C  is not equal to the extent ( iC ) ( 1i =  or 2i = ), then intent 

( iC )=intent( C ). 

 
Theorem 3 [7] All the nodes of the concept lattice are arranged in ascending order of the extent base, one 

concept lattice is decomposed into sub-concept lattices with the same attributes sets. If the extent of the node 1C  

generated from the decomposition of the node C  already exists, then the node 1C  can be ignored in the process 

of the decomposition of C . 
 
Theorem 4 [7] One concept lattice is decomposed into sub-concept lattices with the same attributes sets if its 
nodes are arranged in ascending order of the extent base, then the child nodes of one node of sub-lattices are 
absolutely generated before its father nodes. 

3   The Algorithm Based on Hierarchy 

3.1   The Definition and Theorem  

Definition 3 In concept lattice, the ordered node is defined as follows: 
for the node ( , , )C A B τ= , where A = extent(C ), B =intent ( C ), τ  is the path between the node C 錯誤! 

找不到參照來源。 and the smallest  node. 
 
Definition 4 In concept lattice, the node C 錯誤! 找不到參照來源。is called the node in the 1s + 錯誤! 找不

到參照來源。 layer, if the length of the greatest path between C 錯誤! 找不到參照來源。 and the smallest 
node is s 錯誤! 找不到參照來源。. 
 
Theorem 5 There is no parent-child relation between the nodes in the same layer. 
 

Proof. For any two nodes 1C  and 2C , which are in the same layer, assume that there is parent-child relationship 

between 1C  and 2C , then there exists edge between the two, by the Definition 4, the length of the greatest chain 

1C  and 2C  to the smallest node is not equal. That is to say, 1C  and 2C  is not at the same layer, so the nodes in 

the same layer is incomparable. 
 
Theorem 6 Except the smallest node, any node is the direct father node of one node in the next layer.  
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Proof. For any node 1C  which is in the s  layer, assume that 1C  is not a parent node of any node in the 1s −  

layer. By theorem 4, child nodes are produced before their parent nodes, it is deduced that 1C is the direct parent 

node in the 2s −  layer or the below; on the other hand, by definition 4, we can conclude that 1C  is at most the 

node in the 1s −  layer. This is contradiction, so 1C  is the direct parent node of one node in the 1s −  layer. 

 

Corollary 1 If there is inclusion between the extents of two nodes, the two nodes are in different layers. 

3.2   The Principle of the Algorithm 

According to the above theorems, firstly, the nodes in a concept lattice are arranged in ascending order of the 
extents, if the extent cross appears for the first time, the new node in sub-lattice is generated and its extent is the 
extent cross and its intent is equal to the intent of the node decomposed; secondly, the child nodes are produced 
before their parent nodes, and any node is the direct father node of one node in the next layer; finally the nodes 
in the same layer are incompatible. So, arrange the nodes in a concept lattice in ascending order of the extents, 
only just compare the extent cross with the extent of the nodes at the  same layer(supposed in the s  layer), if the 
extent cross first appears and is not included by the extents of  the nodes generated before, the new node  in sub-
lattice is produced and is at the s  layer; on the other hand, if the extent cross first appears and is included by the 
extent of  a node (in the s  layer) generated before, the new node  in sub-lattice is also produced and is at the 

1s +  layer. Denoted the new node generated of the sub-lattice as C , during the comparison, find out all the 
direct child nodes at the upper layer, add the number after any path of all the direct child nodes, as the path of the 
node C . Thus, layer after layer, we can get all the nodes of the sub-lattice, connect edges by the path of the 
greatest node, the Hasse diagrams of the sub-lattice can be simultaneously obtained. In the decomposing process, 
only compare the extents of the nodes generate before at the same layer and the upper layer, the former 
comparison can judge the node C  is at a new layer or not, the latter comparison can ensure the parent-child 
relationship with the nodes at the upper layer. That is to say, the comparison with the extent of all nodes of the 
sub-lattice generated before is unnecessary, which can greatly improve the decomposing efficiency. 

3.3   The Algorithm Based on Hierarchy  

Input: concept lattice ( )L K , the object sets 1O  and 2O  

Output: sub-concept lattices 1( )L K  and 2( )L K  and the respective Hasse diagrams. 

 
Begin 

Int  k ; 
Int  ,  t  
Int  m [ ][ ], n [ ][ ]; 
String  H [ ][ ], L[ ][ ]; 
String  A [ ] , B [ ]; 

Int  P [ ]; 

Input  k ; L[1][1]=null; H [1][1]=null; m [1][1]=0; n [1][1]=0;   
s =1;  t =1;  P [1]=1;  H [1][1]= A[1];  L[1][1]=B [1];  

Int  kk ;  kk = t ; 
For ( 2i = ;  i  is less than or equal to k ;  i + + )  

0T =  
For ( 1j = ;  1j kk< + ;  j + + ) 

If  A [ i ] is contained in H [ s ][ j ] 
0T =  

H [ 1s + ][1]= A [ i ] 
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                                      L[ 1s + ][1]= B [ i ] 

m [ s ][ j ]= 1s + ; m [ s ][ j ]++; 
n [ s ][ j ]= 1s + ; n [ s ][ j ]++; 
P [ 1s + ]=1; 1T =  

For (int 1h j= + ;  1h kk< + ;  h + + )  

If A [ i ] is contained in H [ s ][ j ] 
m [ s ][h ]= 1s + ; m [ s ][h ]++; 

n [ s ][h ]=1; m [ s ][h ]++; 
Endif 

Endfor  
Endfif  

Endfor 
Endfor 

If  j t=  and 0T =  

t + + ; P [ s ]= t ; 
H [ s ][ t ]= A [ i ]; 
L[[ s ][ t ]=B [ i ] 
If  1s >  

    Int  h = P [ 1s − ] 

For (int 1l = ;  1l h< + ;  l + + ) 

If  H [ 1s − ][1] is contained in A [ i ] 
m [ 1s − ][1]= s ; m [ 1s − ][1]++; 

n [ 1s − ][1]=1; n [ 1s − ][1]++; 
Endif 

Endfor 
Endif 
Else 

s + + ; kk P= [ s ]  
Endif  

Endfor  
Endfor 

End 

4   Example 

Consider the formal context ( , , )K O D R=  shown in Table 1, where {1,2,3,4,5}O = , { , , , , }D a b c d e= , 

its Hasse diagram is shown in Figure 1, the sub=formal contexts decomposed are 1 1( , , )K O D R=  and 

2 2( , , )K O D R= , where 1 {1,2,3}O =  and 2 {4,5}O =  Arrange the nodes of ( )L K  in ascending order of 

the extents which are decomposed as below. 
 

Table 1.    The formal context ( , , )K O D R=  

 

          a         b          c         d       e
 

1         1          0           1           1         0 
2         1          1           0           1         0 
3         0          1           1           0         0 
4         0          1           1           0         1 
5         1          0           1           1         1 
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For the node ( , )abcdeφ , 1Oφ φ∩ = , the extent φ  first appears in the sub-lattice 1( )L K , so 

( , )abcdeφ is one new node and in the first layer, let 1s = , denote 11 ( , )C abcdeφ= and the ordered node 

11( , , )abcde Cφ ; 

  

           Fig. 1.   Hasse diagram of the formal context 1 

For the node (5, )acde , 1{5} O φ∩ = , compare with  ext( 11C ),  so no new node is generated; 

For the node (4, )bce , there is no new node generated, too; 

For the node (2, )abd , 1{2} {2}O∩ = ⊃  ext( 11C ), let 2s = ; in the first layer find out its direct child 

node 11C , therefore, denote 21 (2, )C abd=  and  the ordered node 11 21(2, , )abd C C ; 

For the node (15, )acd , 1{15} {1}O∩ = , compare {1} and ext( 21C ) first,  they do not contain each other, 

keep 2s = ; then compare with ext( 11C ), 1{15} {1}O∩ = ⊃ ext( 11C ), i.e. 11C  is the direct child node, so 

(1, )acd  is another  new node, denote 22 (1, )C acd=  and  the ordered node 11 22(1, , )acd C C ; 

For the node (45, )ce , generate no new node; 

For the node (34, )bc , 1{34} {3}O∩ = , compare {3}  with ext( 21C ) and ext( 22C ) first, they do not 

contain each other,  keep  2s = ; then compare with ext( 11C ),{3} ⊃ ext(),  i.e. 11C  is the direct child node, so 

generate  a  new  node 23 (3, )C bc=  and the corresponding order node is 11 23(3, , )bc C C ; 

For the node (234, )b , 1{234} {23}O∩ = , compare {23}  with ext( 21C ),ext( 22C )and ext( 23C ) first, 

{23} ⊃  ext( 23C ) and {23} ⊃  ext( 21C ), so let 3s = ,and meanwhile 21C  and 23C  are the direct child nodes, 

generate a new node 31 {23, }C b= and the corresponding order node is 11 21 31 11 23 31{23, , , }b C C C C C C ; 

For the node (125, )ad , 1{125} {12}O∩ = , compare {12} with ext( 31C ) first, they do not contain each 

other, keep 3s = ; then compare with ext( 21C ), ext( 22C ) and ext( 23C ), find out the direct child nodes 

are 21C and 22C , so generate a new node 32 (12, )C ad=  and the corresponding order node is 

11 21 32 11 22 32(12, , , )ad C C C C C C ; 

For the node (1345, )c , generate a new node 33 (13, )C c=  and the corresponding order node is 

11 22 33 11 23 33(13, , , )c C C C C C C ; 

For the node (12345, )φ , let 4s = , generate a new node 41 (123, )C φ=  and the corresponding order node 

is  
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11 21 31 41 11 23 31 41 11 21 32 41 11 22 32 41 11 22 33 41 11 23 33 41(123, , , , , , , )C C C C C C C C C C C C C C C C C C C C C C C Cφ , which 

is the greatest node of 1( )L K . 

According to the path of the greatest node, we can get the Hasse diagrams of the sub-lattice 1( )L K , which is 

shown in Fig.2. The nodes of sub-lattice 2( )L K  can be obtained similarly, the greatest order node is 

11 21 31 11 22 31(45, , , )ce C C C C C C′ ′ ′ ′ ′ ′ . 

  

                 Fig. 2.  Hasse diagram of sub-concept lattice 1( )L K  

The comparison of the concept nodes is the most important factor determining the efficiency in the 

decomposition. Consider one concept lattice ( )L K  which is to be decomposed into two sub-lattices 1( )L K  

and 2( )L K  with the same attributes set. In 1( )L K , suppose that 1( )L K  consists of s  layers, the nodes of 

each layer are  1N , 2N  , …, sN , respectively. Based on the hierarchy, compare to the decomposition method in 

the paper [8], the comparison times about can reduce 

3 1 4 1 2 1 2 2( ) ( )s sN N N N N N N N N −+ + + + + + + 
 

If 1 2 sN N N n+ + + =
,  the times of comparison can probably be reduced 1( )L K  times. Therefore, based 

on the hierarchy, the larger the sub-lattice, the more obvious the efficiency. 

5   Conclusion 

This paper discusses the decomposition of concept lattice, based on hierarchy, one new method is proposed, 
because the comparison with the extents of all nodes of the sub-lattice generated before is unnecessary, the 
constructing efficiency of sub-concept lattices can improve.  
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