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Abstract. Block Truncation Coding (BTC) is one of the popular compression techniques in the image data 
hiding because its low computation cost and easy to implement. For a color image, there exist three pairs of 
high mean and low mean with three bitmaps. Common bitmap is a good way for saving the size of compres-
sion code.  Chang et al. presented a data hiding method to conceal secret data into color BTC compression 
code by rearranging high mean and low mean encoding sequences. The proposed method is attempting to 
embed more secret data into the color BTC compression code. In this paper, a novel method is proposed to 
encrypt the amount of the element ‘1’. If the amount is even number, then the data is implied to a secret bit 
‘0’, otherwise, will be implied to a secret bit ‘1’. Furthermore, the Less Significant Bit (LSB) of all high mean 
and low mean pairs can also be used to embed the secret data. Actually, in the proposed method, each block 
conceals at least 10 secret bits.  
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1   Introduction 

As the development of computer networks and information techniques, the confidential data delivery via Internet 
has also increased dramatically. In order to protect confidential data delivered over public computer networks, 
both the Crypto technique and the Steganography technique, are the most useful methods to maintain the security 
of confidential data delivery. Crypto technique will encrypt the confidential data with meaningless (also called 
“cipher text”) and seem to be random noise data. For instance, the confidential data might always be failed in the 
delivery process, if the transmission was detected by network administrators. 

Steganography technique is another one of the confidential data delivery. The main idea is to use multimedia 
for carrying the encrypted confidential data. Then the stego media is sent to receiver over a public computer 
network. Since the stego media is very similar to the original, unexpected user will not easily notice stego media. 
Here, the covered media can be text, audio, video, and image. 

Digital image is one of the most popular multimedia in the daily life. In this paper, we focus on data hiding in 
a digital image. Data hiding technique in a digital image can be briefly classified into three categories namely, 
spatial domain, frequency domain, and compression domain. The spatial domain data hiding technique directly 
adjusts cover all image’s pixels for implying confidential data [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12]. 
Spatial domain data hiding technique is easy to implement with less computation cost compared with frequency 
domain and compression domain techniques. 

Frequency domain method is to convert a cover image into frequency coefficients by using transformation 
technique (e.g., Digital Wavelet Transformation, Digital Fourier Transformation, Digital Cosine Transformation, 
etc.). Then, the confidential data is concealed into the specified frequency coefficients. After that, the modified 
coefficients are transformed back to spatial domain as a stego image [13] [14] [15]. The stego image generated in 
frequency domain has better visual quality than a stego image generated in spatial domain, that is, the stego 
image generated by frequency domain method is very similar to its original image. The high computation cost is 
a drawback of the frequency domain methods. 

Digital image compression provides a good solution for saving the cost of storage and transmission. Because 
the tiny distortions caused by data embedding in an image are difficult to discover by human eyes. Lossy com-
pression technique provides high compression rate to significantly reduce the size of image storage requirements 
(e.g., Vector Quantization [16], Side-match vector quantization [17], Block Truncation Coding [16]). Contrary, 
lossless compression technique is focused on maintaining the visual quality of decompression image than the 
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compression rate. The compression domain data hiding method tries to modify the compression process accord-
ing to data hiding rules [19] [20] [21]. Hence, the compression domain data hiding method does not only reduce 
the size of cover image but also carries confidential data. 

The visual quality of the stego image and embedding capacity are the two most important factors for evaluat-
ing an image data embedding method. A high visual quality stego image cannot be easier detected by an unex-
pected user than a low visual quality image. The embedding capacity is the total bits of confidential data that can 
be embedded in the cover image. A large embedding capacity represents that the image carries more confidential 
data. 

Traditional color BTC is usually applied for red, green, and blue planes. Then, the three bitmaps and three 
high mean and low mean pairs play the compression code. Use of a common bitmap in color BTC can signifi-
cantly improve the performance of compression rate. Chang et al. proposed a common bitmap generation meth-
od using Genetic algorithm [20]. Chou et al. presented a low computation cost common bitmap generation 
method [22]. In this paper, a compression domain data hiding method is presented. The proposed method adopts 
lossy image compression technique for achieving high embedding capacity. 

The remaining sections are organized as follows. Relevant background information is described in Section 2 
and the proposed method is detailed in Section 3. Section 4 summarizes the experimental results for evaluating 
the proposed method’s performance. Finally, conclusions are made in Section 5. 

2   Related Works 

2.1   Block Truncation Coding for Color Image  

For a gray level image, 128 bits are needed for a block of 4×4. But only 32 bits are needed in the same block size 
after processing with BTC. Bits needed in original color image and BTC compressed color image are 384 and 96 
respectively. Due to the low complexity and low compression rate, BTC can be used in the embedding phase for 
color image. The processing of the BTC is as follows. 

First, divide the color image into non-overlapping blocks sized n×m for the Red, Green, and Blue plane, re-
spectively. Mean value per block in three dimensions can be calculated as,  
{ܤ,ܩ,ܴ݅}തܤ  = 1݊×݉∑ ∑ ,){ܤ,ܩ,ܴ݅}ܾ 0=1−0݊=ݍ1−݉(ݍ , (1)

 
where, {R, G, B} represents the Red, Green and Blue planes, n and m represent the height and width of the block, 
Bi represents the i-th block in the color image.  

Then, all of pixels in Bi is classified into two groups and denoted as {ܤ,ܩ,ܴ}ܪܩ  and  {ܤ,ܩ,ܴ}ܮܩ .  The {ܤ,ܩ,ܴ}ܪܩ  
group is composed of the pixels value greater than ܤത{ܴ݅,ܤ,ܩ}, and {ܤ,ܩ,ܴ}ܪܩ  group is composed of the pixels value 

greater than ܤത{ܴ݅,ܤ,ܩ}.  After that, the high mean (i.e., denoted HM{R,G,B}) and low mean (i.e., denoted LM{R,G,B}) of 

block can be gained by calculating the mean value of group {ܤ,ܩ,ܴ}ܪܩ  and {ܤ,ܩ,ܴ}ܮܩ , respectively. Thus, every 
block contains (HMR, LMR), (HMG, LMG), and (HMB, LMB). 

2.2   Generating the Common Bitmap by the Error Function 

In the traditional color BTC method, each block needs three bitmaps for the image decompression. For saving 
the bitmap requirement, Chang et al. created a common bitmap generation to use a common bitmap instead of 
three bitmaps. The common bitmap is adopted for Red, Green, and Blue plane to reconstruct the image in the 
same time. Chang et al. adopted Genetic Algorithm (GA) to help generating a suitable common bitmap [20]. 
Further, Chou et al. [22] proposed a common bitmap generating scheme using the difference function instead of 
GA algorithm for common bitmap generation. Chou et al.’s method is to test a pixel adopts HM and LM at the 
same time, then the differences between original pixel value and adapted HM and LM were calculated. For every 
pixel, if the minimal difference value is adopted HM value, then the corresponding indicator in the common 
bitmap will set to ‘1’, otherwise the indicator is set to ‘0’ (i.e., using LM to reconstruct the decompressed image). 
The common bitmap is generated after all of blocks have been generated the common bitmap. Obviously, Chou 
et al.’s method has lower computation cost than Chang et al.’s method.    
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2.3   Chang et al.’s Color BTC Data Embedding [20] 

Chang et al. proposed a compression domain data embedding method to conceal secret data into color image. 
First, the color image is divided into non-overlapping blocks. Then, for every block, a common bitmap is gener-
ated with three pairs of high mean (HM) and low mean (LM) corresponding to red, green and blue plane, respec-
tively.  Here, three pairs of HM and LM are denoted as (HMR, LMR), (HMG, LMG), and (HMB, LMB).  Normally, 
the compression code of color BTC is composed by CBM || HMR || LMR || HMG || LMG || HMB || LMB.  Chang et al. 
modified the compression rule to imply the secret message, such as HMR || LMR implies secret bit ‘0’ and LMR || 
HMR implies secret bit ‘1’.  Table 1 summarized all of cases for secret data embedding.  Chang et al.’s method 
can easily embed three secret bits in a block.  

Table 1. Chang et al.’s data embedding rules 

case secret Compression code
1 000 CBM || HMR || LMR || HMG || LMG || HMB || LMB 
2 001 CBM || HMR || LMR || HMG || LMG || LMB || HMB 
3 010 CBM || HMR || LMR || LMG || HMG || HMB || LMB 
4 011 CBM || HMR || LMR || LMG || HMG || LMB || HMB 
5 100 CBM || LMR || HMR || HMG || LMG || HMB || LMB 
6 101 CBM || LMR || HMR || HMG || LMG || LMB || HMB 
7 110 CBM || LMR || HMR || LMG || HMG || HMB || LMB 
8 111 CBM || LMR || HMR || LMG || HMG || LMB || HMB 

3   The Proposed Scheme 

In order to improve the performance of embedding capacity, we compose several embedding strategies to con-
ceal secret data into color image as many as possible. The key steps of the proposed embedding procedure are 
detailed in following subsections.   

3.1   Data Embedding Phase 

Because color BTC can significantly reduce the size of color image, a new compression code generation is pro-

posed for secret data delivering.  For easy description the proposed data embedding, let a cover image I = {pi, j | i 

= 1, 2, …, H; j = 1, 2, …, W}, pi, j = (r, g, b), and {r, g, b} ∈ {0, 1, …, 255} where H and W represent the height 

and width of image, and r, g, and b are corresponded to red, green, and blue color for a pixel.  To consider the 

compression performance, a common bitmap generation technique [22] also adopted to generate the common 

bitmap. For example, (xR
k, xG

k , xB
k) represents the original pixel set {72, 64, 63} in position (2, 3) of the block Bk, 

and {HMR =80, HMG =70, HMB =65}k and {LMR =60, LMG =65, LMB =61}k are high mean and low mean in this 

block Bk respectively. Then, to decide the comment bit ‘0’ or ‘1’ which can produce smaller errors ER0= |72-

60|+|64-65|+|63-60|=16 and ER1= |72-80|+|64-70|+|63-63|=14. So the common bit map CBMk in position (2, 3) of 

the block Bk can use 3 high mean {80, 70, 60} to represent the original pixel, and common bit in position of this 

common bitmap will be 1, the remain comment bits are generated in the same procedure. Let CBM, HMi, and 

LMi represent the common bitmap and high mean and low mean of a block.   

First, the image is divided into non-overlapping blocks (Bi), sized n × m and represented by I = {Bi | i = 0, 

1, …, NB-1}, where NB represents the number of blocks.  For image block Bi, three pairs of HM and LM are gen-

erated by the color BTC method. For further reduction size of compression code, the common bit map CBM can 

also be generated by color BTC. After that, three parts are used to conceal secret data namely: the 1 count of 

CBM; the LSB substitution for high mean and low mean pair; and the order of high mean and low mean ar-

rangement.   

For embedding secret data into CBM, if the count of ‘1’ in CBM is an even value then it can be used to imply 

the secret bit ‘0’. Contrary, if the count of ‘1’ in CBM is an odd value then it implies the secret bit ‘1’. In case of 

the ‘1’ count value is different from the secret bit, then to flip one value in the CBM. To consider the visual qual-

ity of the stego image, the victim value in CBM is selected by choosing the smallest distortion between original 

pixel value and the corresponding high mean value and low mean value.   
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For embedding secret data into high mean and low mean by using LSB substitution, the value of HM and LM 
is adjusted for implying secret data according to the proposed adjusting rules. HM and LM represent the high 
mean and low mean in each block using BTC (refer section 2.1). For example in the color image, there are three 
pairs of HM and LM respectively.   

We found that, in case of the block stated in a smooth area, the blocks may be have the same value of HM and 
LM. In this case, Chang et al.’s method will not be used to conceal secret data. In the proposed data hiding meth-
od, the LSB bits of HM and LM values are substituted with secret data.  Also, we try to eliminate the case of HM 
= LM and adopting Chang et al.’s HM and LM order arrangement hiding technique to embed secret data.  Fig. 1 
illustrates the proposed high mean and low mean adjustment rules for concealing secret data “00”, “01”, “10”, 
and “11”, respectively.  The goal of embedded rule is try to make the high mean or low mean change to even 
(embed secret ‘0’) or odd (embed secret ‘1’).  So, in secret extracted phase, we only need to verify the HM or LM 
is even or odd to extract the secret ‘0’ or ‘1’ respectively.  For instance, if the high mean HM (or low mean LM) 
is even and the following secret bit is ‘1’, the HM (or low mean LM) must be changed to odd using LSB; other-
wise, to maintain original or change another even to embed secret ‘0’.  

Fig. 1(a) illustrates the case of HM = LM.  Normally, the high mean adjustment is to increase the value of HM, 
and the low mean adjustment is to decrease the value of LM.  After that, Chang et al.’s HM and LM sequence 
arrangement is adopted to embed secret data.  

The key steps of the proposed data embedding method are summarized as follows: 
 
Embedding Procedure: 
Input: Secret data S and cover image I 

Output: Compressed code 

Step 1: Divide the cover image I into non-overlapping blocks {Bi | i=0, 1, …, NB-1} sized n × m. 

Step 2: Generate the common bitmap CBM and three pairs of high mean and low mean values by Color BTC 

(i.e., (HMR, LMR), (HMG, LMG), and (HMB, LMB)). 

Step 3: Count the number of ‘1’ in CBM for Bi and denoted m. 

Step 4: If mod(m, 2) != secret bit, then to flip an element value in CBM.  

Step 5: Adjust the high mean and low mean values to imply two bits secret bits data according to the embedding 

rule shown in Fig. 1.  

Step 6: Rearrange the sequence of high mean and low mean values to embed three secret bits using Chang et 

al.’s method [20].  

Step 7: Repeat Step 2 to Step 6 until all of secret data were embedded into compression code.  

3.2   Data Extraction Phase 

The workflow of decoding phase for each block Bk is showing in Fig. 2. The data extraction is an inverse works 
from embedding phase.  After the receiver received the stego compression code, the secret data can be extracted 
by applying the proposed data extraction procedure.  First, take n × m bits to reconstruct the CBM.  If there exit 
the even number of ‘1’ in CBM then the secret bit is ‘0’, otherwise the secret bit is ‘1’.  After that, take the fol-
lowing compression code to reconstruct three pairs of mean values.  For every mean value pair, if the first value 
is greater than the second value then extract secret bit ‘0’, otherwise the secret bit is ‘1’ and swap those two 
mean values from LM||HM to HM||LM.  Then, for each mean value, if the mean value is an even number then 
extract secret ‘0’, otherwise extract secret ‘1’.  The decompression image can be reconstructed by filling the 
mean values to the pixels according to CBM.  The key steps of the proposed secret data extraction and image 
decompression are summarized as follows:  

 
Extracting Procedure: 

Input: Color BTC compression code 

Output:  Reconstructed image I’ and the secret data S 

Step 1: Take n × m bits from the compression code to rebuild the CBM.     

Step 2: If the number of ‘1’ in CBM is an even amount then extract secret bit ‘0’, otherwise extract secret bit ‘1’. 

Step 3: Take three pairs of the mean values from compression code. 

Step 4: For every mean value pair, if the first value is greater than the second value, then extract secret ‘0’, oth-

erwise, extract secret ‘1’ and swap those two mean values. 
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(a)  (b)  

 

(c)  (d)

Fig. 1. The rules of HM and LM adjustment for embed two secret message 
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Fig. 2. The work flow of decoding phase for each block Bk 

 

Step 5: For every mean value, if the mean value is even number then extract secret bit ‘0’, otherwise extract 

secret bit ‘1’. 

Step 6: Repeat Step 1 to Step 5 until all compression codes was checked. 

Step 7: Rearrange the extracted secret data. 

4   The Experimental Results 

In order to evaluate the performance of the proposed method, we implemented the proposed method and Chang 
et al.’s method [20] by using Octave software.  Nine common used test images were used in our simulation (i.e., 
referring to Fig. 3).  The test images include the complex content and smooth content for testing the performance 
of the proposed method in terms of visual quality.  The visual quality of stego image and the embedding payload 
are two most important factors for evaluating the performance of data hiding method.  A stego image with good 
visual quality means the stego can be hidden from unexpected user.  Thus, the secret data was succeed in deliver-
ing to the receiver.  Using human eyes’ to evaluate the visual quality is a subject way, because it can be caused 
by personal favorite.  In this paper, we adopted peak-signal-to-noise-ratio (PSNR) to measure the visual quality.  
PSNR is an objective measurement which is defined as follows, 

 ܴܲܵܰcolor = (ܴܲܵܰRܴܲܵܰܩܴܲܵܰܤ)3 , (2)

ܴܲܵܰ{R,G,B} = 10 × log10 (3) ,{ܤ,ܩ,ܴ}ܧܵܯ2552

{R,G,B}ܧܵܯ = ∑ܪ×1ܹ ∑ ቀ{ܤ,ܩ,ܴ}݆,݅ܫ − 0=1݅−ܪቁ2ܹ−1݆=0{ܤ,ܩ,ܴ}݆,݅ܫ , (4)

where H and W represent the height and width of cover image I.  MSE{R, G, B} represents that the mean square 

error in Red, Green, and Blue plane, respectively.  A large value of PSNR means that the stego image is most 

similar to the original cover image.  Contrary, a small value of PNSR indicates that the stego image is dissimilar 

to the corresponding cover image.  Generally, a user is hard to distinguish the distortion on the image when 

PSNR is greater than 30 dB. 



Journal of Computers   Vol. 26, No. 2, July 2015 
 

52 

   

(a) Baboon (b) Barbara (c) Goldhill 

   

(d) Jet(F16) (e) Lena (f) Pepper 

   

(g) Sailboat (h) Tiffany (i) Zelda 

Fig. 3. The test images sized 512 × 512 pixels 

Fig. 3 shows the visual quality comparison of the proposed method in different block size setting.  Obviously, 

the block size of 2 × 2 have the better visual quality of the stego image in comparison to the block size sets of 4 

× 4 and 8 × 8, since the larger block, the more pixels are adapted to the distortion caused by HM or LM.  How-

ever, in worst case of block size 8×8, the visual quality of stego images generated by the proposed method still 

greater than 27 dB.   

In the image Baboon with complex image content (Fig. 3(a)), each block has lost number of complex discrete 

pixels. Hence most of block of pixels cannot represent by only one pair of HM or LM that cause more serious 

distortion. The image Tiffany (h) and Zelda (i) cause less distortion, because most of blocks contain similar 

pixels. The image Tiffany is represented with similar color in the part of hand, hair, face, and background. Also, 

the image Zelda which contains large number of blocks with similar color in the wide range of background are 

blurred. That is the reason for less distortion when using BTC-based method in these two images. Hence, the 

smooth image content with less distortion, resulted in higher PSNR value.   

On the other hand, the embedding payload means that the largest payload for concealing secret data into a 

cover image.  A large payload data hiding method can reduce the transmission rounds for secret data delivery.  

The embedding payload is defined as, payload = ‖ௌ‖ு×ௐ  bpp, (5)

where, ||Se|| represents the total bits of secret data embedded into the cover image. 

The proposed method is a compression domain data hiding method.  The size of compression code is another 

important factor for our proposed method design.  Thus, the compression rate is adopted to evaluate the perfor-

mance of image compression.  The compression rate is defined as, 
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 ܿ = ‖‖‖ூ‖ , (6)

where, ||Comp|| represents the size of compression code and ||I|| represents that the size of image.  

 

 

Fig. 4. The visual quality comparison of the proposed method in different block size 

Table 2 summarizes the comparison result of color BTC compression code and the embedding payload in dif-

ferent block size.      

Comparing to Chang et al.’s method [20], our method achieve higher payload as more as 6 secret bits using 

different order of 3 pairs of high mean and low mean in each block. Also, all blocks are embeddable in the pro-

posed scheme in comparison to the Chang et al.’s method which cannot embed any secret if all pixels are the 

same in the current block. So, extra 9 secret bits can be embedded in this case. As displayed in right side of the 

Table 2, the payload is lower in some smooth images (ex: Tiffany and Sailboat), since these two images contain 

more blocks with similar pixel values that cannot embed any secret. As all blocks are embeddable with same 

embedded rule, our compression rate and payload are fixed. 

As some cases of Chang et al.’s method cannot embed the secret using the order high mean and low mean, on-

ly 40 bits can represent the block ( CBM || LMR || LMG || LMB). Whereas in our method these blocks are not wast-

ed and can be used 64 bits to embed 9 secret bits (CBM || HMR’ || LMR’ || HMG’ || LMG’ || HMB’ || LMB’). Here, 

HM’and LM’are the modified high mean and low mean by the proposed embedded rule (refer Fig. 1). Because 

small number of this case, only the compression rate is larger than Chang et al.’s method with tiny margin. 

Therefore, our method can treat this few blocks as un-embeddable blocks to perform the same compression rate 

with Chang et al.’s method.   

We found that, a small block size setting will get higher embedding payload but the compression size is large 

than the original image size.  On the other hands, the larger block size provides a better compression rate out-

come, but results in worse performance, in terms of embedding payload.  Thus, we conclude that, a suitable 

block size is 4 × 4.  Furthermore, the proposed method provided better performance compared with Chang et 

al.’s method, in terms of embedding payload. As all high mean and low mean are modified in the proposed 

scheme for secret embedding, the PSNR values are lower than Chang et al.’s method, but maintains slight distor-

tion than Chang et al.’s method. 

In future work, we plan to consider more possible of arrangements for three pairs of high mean and low mean 

to conceal more secrets, while maintaining acceptable visual quality. Or, our embedding scheme (refer Fig. 1) 

can be considered as a tool to improve BTC-based embedding method to perform higher payload. 
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Table 2. The comparison of compression code and the embedding payload 

 

The proposed method Chang et al.'s method [20] 

2×2 4×4 8×8 2×2 4×4 8×8 

c payload c payload c payload c payload c payload c payload

Baboon 1.63 2.50 0.50 0.63 0.22 0.16 1.62 0.75 0.50 0.19  0.22  0.05 

Barbara 1.63 2.50 0.50 0.63 0.22 0.16 1.62 0.75 0.50 0.19  0.22  0.05 

Goldhill 1.63 2.50 0.50 0.63 0.22 0.16 1.62 0.75 0.50 0.19  0.22  0.05 

Jet(F16) 1.63 2.50 0.50 0.63 0.22 0.16 1.61 0.74 0.50 0.19  0.22  0.05 

Lena 1.63 2.50 0.50 0.63 0.22 0.16 1.62 0.75 0.50 0.19  0.22  0.05 

Pepper 1.63 2.50 0.50 0.63 0.22 0.16 1.58 0.72 0.50 0.19  0.22  0.05 

Sailboat 1.63 2.50 0.50 0.63 0.22 0.16 1.51 0.68 0.50 0.19  0.29  0.05 

Tiffany 1.63 2.50 0.50 0.63 0.22 0.16 1.50 0.68 0.50 0.19  0.22  0.05 

Zelda 1.63 2.50 0.50 0.63 0.22 0.16 1.62 0.75 0.50 0.19  0.22  0.05 

5   Conclusions 

Color BTC compression is an easy method to implement image compression.  The experimental results show 

that the Color BTC provides good compression performance.  Because the BTC method needs to record high 

mean and low mean values for an image block. The proposed method designed high mean and low mean value 

adjustment to imply the secret message.  Thus, the proposed method significantly increases the embedding ca-

pacity.  Also the visual quality of the stego image generated by the proposed method maintain the good visual 

quality outcome.  That means the proposed method has higher chance to hide the unexpected user for achieving 

the goal of secret data delivery. 
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