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Abstract. It is crucial to integrate Internet of Things (IoT) with cloud computing to build Smart Cities.  How-
ever, there are few cloud platforms dedicated for IoT environment in Smart Cities.  And existing cloud plat-
forms are complex and difficult to implement with a small scale.  Therefore, in this study, we propose a scal-
able cloud model for Internet of Things (IoT) based on the concept of modularization and service integration.  
Different from general clouds, the cloud model can be implemented on a small scale in the initial phase, and 
be extended and integrated in the future.  For the resulted cloud platform, we assume that Intelligent City Ar-
eas (ICAs), which serve as the basic components of Smart Cities, are the application domains.  We also depict 
the hardware deployment architecture and software implementation model for the cloud platform using Ser-
vice-Oriented Architecture (SOA) and modular design method. Finally, we demonstrate the effectiveness of 
our proposed method by designing and deploying a kid safety support system for kindergartens.   
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1   Introduction 

It is crucial to integrate Internet of Things (IoT) with cloud computing to build Smart Cities [1]. IoT is a ubiqui-
tous network, in which various objects are able to interact and cooperate with each other to achieve the instru-
mented, interconnected and intelligent cities.  There are many emerging characteristics of IoT in Smart Cities, 
for example, heterogeneous data sources, real time processing, environmental dynamism, and spatial-temporal 
attributes.  These characteristics provide great challenges to traditional technologies and cloud computing can be 
a promising solution to deal with these characteristics.   

Many well-known companies like Amazon, Google, and Microsoft have offered a variety of cloud computing 
services. However, existing services focused on online storage and utility computing. There are few cloud plat-
forms dedicated for IoT environment in Smart Cities. Although general cloud computing has some features po-
tential to meet some requirements of IoT, there are many particular needs of IoT such as real-time service deliv-
ery and autonomy in subsystems, which are beyond the capability of general clouds. 

Furthermore, the hardware and software infrastructures of general cloud platforms are quite complex.  Alt-
hough the usage of cloud computing is scalable, to build such a large-scale cloud platform is quite challenging 
and risky.  There are few methods to enable a small-scale implementation of cloud platform to deal with the 
emerging characteristics of IoT devices in Smart Cities.  

Therefore, in this paper, we propose a scalable cloud model for IoT in Smart Cities. The proposed cloud mod-
el consists of hardware and software components, which are designed based on the concept of modularization 
and service integration. Modularization is usually characterized by high cohesion around the internal structures 
and low coupling between each module. It can simplify the cloud structure, improve performance, and enhance 
the reliability of processing units as well as the whole cloud [2, 3].  Particularly in this study, we organize the 
requirements of IoT in Smart Cities into common services, employ Service-Oriented Architecture (SOA) and 
modular design method, and design a scalable cloud model in accordance the principles of modularity and ser-
vice integration.  Accordingly the resulted cloud platform balances standardization and rationalization with cus-
tomization and flexibility.    

In our model, an Intelligent City Area (ICA) is introduced to work as the application domain for our proposed 
cloud model for IoT [4].  ICA is scalable, extensible and easy to implementation in nature.  Client systems which 
serves as branches of the proposed cloud are deployed in each ICA. Since they are low-coupled, the platform’s 
functions can be easily and economically scaled up.  Numerous client systems in ICAs can work together to 
compose the final cloud platform. 
The paper is structured as follows. Section 2 reviews related work and highlights research gaps of current re-
search. Section 3 and Section 4 elaborate the hardware deployment architecture and software implement model 
of our proposed scalable cloud for IoT.  Section 5 illustrates a prototype system. Finally, Section 6 summarizes 
the characteristics of our proposed cloud model and portrays future research directions. 
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2   Related Work 

2.1 Smart Cities and Intelligent City Area 

According to Miorandi et al [5], the term ‘Smart Cities’ is used to denote the cyber-physical ecosystem emerged 
by deploying advanced communication infrastructure and novel services over city-wide scenarios. IoT technolo-
gies are widely deployed in Smart Cities.   

Intelligent City Areas (ICAs) are the basic components of Smart Cities [4]. An ICA is a region, within 0.5-10 
square kilometers, composed of one or several communities, commercial districts, and urban districts, in which 
information sensing, sharing, aggregating, analyzing, coordinating technologies are implemented to offer timely 
services and efficient management for local residents. An ICA normally deploys many advanced ICTs such as 
IoT, cloud computing, broadband Internet, video surveillance technology, big data management, and information 
portal service.  

An ICA can be deemed as a miniature replica of Intelligent Communities and Urban Complex, but it differen-
tiates them in its clear-defined geographical coverage (e.g., School A and Hospital B) and multiple business 
purposes (e.g., education, food service, security and health care). It is usually small, but extensible. Subsequently 
a Smart City can be the composite of many ICAs where their infrastructure and resources are under the central 
planning and management. These features of an ICA make it an ideal application domain for our proposed scala-
ble cloud model.   

2.2 Internet of Things 

IoT roots in the ubiquitous presence of a variety of objects which are able to interact and cooperate with each 
other to reach common goals [6]. IoT envisions that digital and physical entities are linked to enable a complete-
ly new class of services, not limited to a convergent network [5, 7]. Atzori et al. [6] reviewed different visions of 
IoT paradigm and related enabling technologies. Gubbi et al. developed an Internet centric IoT architecture [8].  
Prior study [8-10] concludes that the increasing number of sensors, diversified sources of information and fre-
quent sampling rate greatly challenge the traditional methods of data collection, storage and analysis. 

2.3 Cloud Computing 

According to Buyya et al. [9, 10], a Cloud is a type of parallel and distributed system consisting of a collection 
of inter-connected and virtualized computers that are dynamically provisioned and presented as one or more 
unified computing resource(s) based on service-level agreements established through negotiation between the 
service provider and consumers. Armbrust et al. [11] discussed the top technical and non-technical obstacles and 
opportunities of cloud computing.   

Prior research has proposed different models and architectures to enable cloud computing.  For example, In 
[1], a Sea-Cloud-based Data Management mechanism to manage and query massive sensor sampling data is 
proposed. In [12] a cloud based conceptual architecture for IoT is proposed.  In [13], the sensing as a service on 
cloud is illustrated. In [14], a conceptual framework for data procured from distributed devices is presented. In 
[15], a process and a system architecture are proposed that enables developers and business process designers to 
dynamically query, select, and use running instances of real-world services. Table 1 compares architectures of 
typical existing cloud models.  

2.4 Relation between Cloud Computing and Internet of Things 

Prior study has identified the needs for IoT-Cloud convergence. Firstly, IoT systems need to connect enormous 
heterogeneous sensors which continuously gather the status data of real-world objects and produce a large vol-
ume of information [1, 13]. IoT can directly benefit from the immense storage capacities of cloud computing 
infrastructures [14] . 

Secondly, IoT applications that interact with physical devices need high-performance computing power to en-
able real time processing of mass data [13]. More specifically, not only distributed storage is necessary, but also 
central processing capacity is required [14]. Distributed cloud computing can provide powerful utility to perform 
complex computing [7, 14].  

Thirdly, IoT applications are deployed in dynamic environments, which is difficult to provide sufficient com-
putational resources. As a model for on-demand services, cloud computing can access to a shared pool of virtual-
ized resources that can be dynamically reconfigured [10]. 
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Table 1. Comparison of existing cloud models 

 Architecture Examples Refer-
ences 

General High 
Performance 
Distributed Cloud 

(1)Cloud application layer 
(2)Environment and tools layer 
(3)Core middleware layer 
(4)System resource layer 

Amazon Elastic Compute Cloud (EC2) 
Eucalyptus 
Google Application Engine (GAE) 
Global Environment for Network Inno-
vations (GENI) 
Microsoft Live Mesh 
Sun Network.Com (Sun Grid) 
E-learning ecosystem 
Grids Lab Aneka 
OpenStack 

[16-18] 

Mobile Cloud (1)Smart mobile device layer 
(2)Wireless data networks layer 
(3)Internet service layer 
(4)Computational and data cloud 
layer 

4PL-AVE 
Cornucopia  
@HealthCloud 
Telemedicine homecare management 
system 
MAUI 
SenseOrchestra 
SoundSense 
OmniSuggest 

[19-23] 

Vehicular Cloud (1)Inside-vehicle layer 
(2)Communication layer 
(3)Cloud infrastructure layer 
(4)Cloud platform layer 
(5)Application layer 

Network as a service VC 
Storage as a service VC 
Cooperation as a service VC 
Stationary VC 
Linked with a fixed infrastructure VC 
Dynamic AVC 

[24, 25] 

Personal Data 
Cloud 

(1)Personal data ontology 
(2)Data storage layer 
(3)Fundamental service layer 
(4)PDC and service coordinator 
(5)Proxy, open API and portal for 
visualization 
(6)Terminal apps 

di.me 
Personal-Cloud Butler 
Personal Cloud Platform 
Open Personal Data Store 
Privacy-Lookout 
Memoria-Mea 
Menagerie  

[26-28] 

Sensor Cloud (1)User and application layer 
(2)Sensor-Cloud and virtualiza-
tion layer 
(3)Template creation and tangible 
sensors layer 

Nimbits 
Pachube Platform 
IDigi 
ThingSpeak 
Telematics 
Google Health 
Microsoft HealthVault 
Agriculture and Irrigation Control 
Earth Observation 

[29-31] 

 
Fourthly, IoT data has spatial-temporal attributes. Cloud computing can help sample data from different loca-

tions and at different time to conduct a system-level comprehensive analysis [1].  
Fifthly, IoT aims to establish a ubiquitous network and various objects in IoT need to be accessible easily [8]. 

A cloud can serve as the front end to access IoT. It is possible to access anything at any time and any place with 
user friendly applications and customized portals [13].  

Last but not least, reliable and high-performance network is a pillar of IoT applications. A cloud provides IoT 
with high speed network, protection of the normal operation of IoT network and disaster recovery capabilities [7, 
13]. 
   However, based on literature review, we find that few prior studies have focused on practical cloud models for 
IoT, especially in the context of Smart Cities. Therefore in this paper, we propose a scalable cloud model dedi-
cated for IoT applications in Smart Cities. The proposed cloud model is composed of a hardware deployment 
architecture and software implementation model, which will be elaborated in Section 3 and 4.  
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3   Hardware Deployment Architecture 

We first elaborate the hardware architecture of the proposed scalable cloud model for IoT in Smart Cities. The 
hardware deployment architecture is based on our previously proposed architecture of ICA [4], the general archi-
tecture of cloud platform [9] and the recommendations of the International Telecommunication Union for IoT 
[32].  The architecture considers the hierarchy, time sequence, and logical order of service flows and data pro-
cessing.  The architecture is partitioned into five layers depicted in Fig. 1: the information acquisition layer, the 
data storage layer, the communication transmission layer, the application service layer, and the service delivery 
control layer. 

 

Fig. 1. Hardware deployment architecture of the scalable cloud for internet of things 
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3.1 Information Acquisition Layer 

The information acquisition layer, which serving as the foundation of the architecture, is mainly responsible for 
data gathering and data transfer to native data storage nodes in ICAs. It is composed of RFID (Radio Frequency 
Identification) tags, sensor cluster, signal transmission line, and data gathering middleware server. 

As one of the technological pillars of Internet of Things, RFID is an automatic non-contacting identification 
technology, which can automatically recognize certain targets by radio frequency signal and access to relevant 
data [5]. In the conception of IoT, specification and interoperability information stores in RFID tags. RFID tags 
can work in a variety of harsh environments [7, 33]. There are three types of RFID tags: passive, semi-active, 
and active. For the initial construction phase of ICA, we suggest to reuse existing local transmission networks for 
newly-built IoT infrastructure. Wireless data communication network such as Wireless Fidelity (Wi-Fi) network 
is preferred, when additional transmission infrastructure is necessary. During the process of information percep-
tion, data gathering middleware coordinates communication between sensing devices and transport nodes, which 
adopt different interface standards. After preprocessing and converting of data gathering middleware server, data 
collected by Electronic Product Code (EPC) collection nodes are transmitted to local events server. 

3.2   Data Storage Layer 

The data storage layer contains two parts: the local data storage management system and the central data storage 
management system. 

a. Local data storage management system 
As a branch of the cloud center, local data storage management system serves an ICA where it is located. It 

consists of three parts: the local EPC Information Service (EPCIS) server, local events server, and local primary 
database server. All EPC information of service entity objects are managed by an ICA are stored in each local 
EPCIS server. A local events server records the information of RFID tag transmitted by data gathering middle-
ware server at a regular intervals.  It works in slow-sync mode and event information is uploaded to cloud peri-
odically.  Finally, a local primary database server stores various data to provide service for local application 
platform, including sensor information, actuating devices information, RFID tagged entity information, user 
information, and direct access data from IoT applications. 

b. Central data storage management system 
A central data storage management system provides entire ICA cluster integrated services.  It is located in a 

center service cloud, which comprises Tag Information and Name Service System (TINS) and central database 
servers.  

A TINS has two components: the central EPCIS server and the Object Name Service (ONS) server. The cen-
tral EPCIS server stores all the unique identifying information and specified part of the detailed information of 
service objects in ICA, such as goods, inhabitant, and other tagged entities. Data in the central EPCIS server is a 
dynamic subset of data in local EPCIS servers. Additionally, it can serve as a disaster recovery system of local 
EPCIS servers. The ONS Server stores the entire service object information including identification and Uniform 
Resource Locators (URLs) to process information access request. The static ONS server is usually adopted in the 
process of practical implementation. 

The central database server provides data services for multiple applications in different ICAs.  It is also in 
charge of multi-stream data fusion including integrated storage and management of users, infrastructures, and 
other information belonged to different ICAs. In addition, it backups important data stored in local databases 
including data of selective events, ICA information, user information, and application service information, for 
disaster recovery purposes. 

3.3   Communication Transmission Layer 

The data transmission between a cloud and local ICA systems is accomplished in communication transmission 
layer. In the context of Internet of Things, public network is still the main carrying network, including Internet 
and mobile communication network. Local existing telephone network, CATV network, and optical fiber net-
work are all feasible for communication carriers.  In this layer, interfaces between the center server and local 
servers are dynamic, depending on the transmission strategy corresponding to different characteristics of each 
ICA.   

3.4   Application Service Layer 

The application service layer contains four components: the central application platform, the central integrated 
management server, the local application server, and the local management terminal. 
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The central application platform employs the Platform as a Service (PaaS) model. It offers an integrated appli-
cation development and operating environment to third-party application developers.  All operation systems, 
databases, and module interfaces conform to the same set of standards.  These standards, including protocols and 
APIs, make sure existing resources function efficiently and sufficiently.  These standards also guarantee the 
comparability of applications running on different ICA service platforms.  

The central application platform also serves administrators of local ICAs and end-users, such as local residents 
and external users. The central application platform can offer local administration services, such as application 
release, data backup, software update, and system patching, by remote centralized configuration. The platform 
can agilely invoke and assemble application modules to offer local users customized services, such as identity 
authentication, remote monitoring. The platform can also provide information access and processing services to 
authorized internal and external users, such as dataset access and data mining services. 

Supported by the central database server, the central integrated management server supports for the overall 
management of user registration, authorization, access control, function customization, certification, and the 
other global services. Besides, it maintains the function module library, software library, and service application 
catalog and provides personalized services to local ICAs. 

The local application server is deployed in each ICA. It offers IoT applications runtime environments.  After 
receiving instructions from central integrated management server, a local application downloads corresponding 
service modules and software from the central application platform, assembles them, and then executes to pro-
vide services.  . 

As a branch of the central integrated management server, the local management terminal provides local ad-
ministration and user access points.  The local management terminal can reduce the workload  of the cloud. 

3.5   Service Delivery Control Layer 

The service delivery control layer comprises a control middleware server, actuating devices, and user clients. 
The control middleware server receives instructions from both the central and local application platforms, then 
sends transformed operational orders to the actuating devices by actuating devices controller. When tasks are 
complex, Programmable Logic Controller (PLC) is adopted. Actuating devices, such as warning devices, check-
in devices, and bulletin boards, can perform service delivery. Meanwhile, user clients can deliver data-relevant 
services supported by the center application platform. 

4   Software Implementation Model 

Another important element of our proposed scalable cloud model for IoT is the software implementation model.  
In this study, we propose the software implementation model based on the multicore client cloud computing 
model [34] and the SaaS model [11]. The multicore client cloud computing model purports that  clients serve as 
extensions of a cloud which just like the multiple processors on a single chip in general multiple core architec-
ture. When processing responsive tasks which require less computing resources, these tasks will be distributed to 
the clients. The cloud maintains information encrypted on servers with client’s private key to guarantee infor-
mation privacy. The cloud can also redistribute these tasks as needed to keep the elasticity. The cloud can auto-
matic allocate server resources to keep capacities of computation, storage and communication available on de-
mand. The clients are physically located in different ICAs and the cloud can start with small-scale implementa-
tion.  SaaS is the core of our proposed cloud, where web services can be accessed anywhere, anytime, by any 
device [35]. Consequently, our cloud model adopts web service to offer layered service delivery. According to 
the common types of IoT services, different IoT sub-services are classified to facilitate the services integration, 
and grouped into several modules. Fig. 2 illustrates our proposed software implementation model. The model 
leverages on the following principles: modularity, convenience in the initial construction, unity, and extensibility. 

4.1 Application Delivery Node Implementation Method 

The application delivery node is a software system which provides deliverables to users. It is composed of a real-
time service system and a data service client. 

The real-time service system responds to user’s interaction in real time, such as Electronic Toll Collection 
(ETC), security alarm, automatic ticketing and so on. The system comprises four parts: the element information 
collecting software, the production database, the real-time service client, and the data extraction and conversion 
agent.  
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Fig. 2. Software implementation model of the cloud platform for Internet of Things 

The element information collecting software accomplishes the acquisition, transmission, and storage of infor-
mation gathered by IoT devices such as RFID reader, video monitor, and so forth. After preprocessed, the data is 
sent to the production database, which is generally large-scale with fine granularity. Necessary data for the real-
time service client to deliver service, such as entity basic information and permission information, are also stored 
in the production database. The data extraction and conversion agent processes data according to requests from 
the cloud, and then transmits data to the cloud in a way of limited controlled access, such as web service, rather 
than direct link to the database. 
The data service client offers data analysis services provided by the cloud to internal and external users. It can be 
customized according to customer needs and accessed by thin clients such as web browsers if necessary. 

4.2   Cloud Center Implementation Method  

The cloud center is composed of three parts: the data cloud, the computing cloud, and the control cloud. The data 
cloud and the computing cloud are usually collocated to reduce the cost and improve the efficiency.  The control 
cloud can access the computing cloud and the data cloud by web services rather than direct data links.  So the 
control cloud and the other two clouds can be geographically separated. 

a. Data Cloud  
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The data cloud consists of a data resource pool and a data processing middleware. Coarse granular data which 
are processed by data processing middleware is stored in data resource pool. The data are utilized for analysis 
and prediction. The data processing middleware is in charge of data integration, cleansing, and conversion. For 
instance, a timer agent extracts data from the application delivery node periodically and the data converter trans-
forms the data to a specific format. And other data processing related modules can be deployed in data cloud. 
The data cloud serves as the data provider for both real-time services and data analysis services for IoT. 

b. Computing Cloud 
The computing cloud is in charge of the computing functions of the cloud center. Common computing ser-

vices and customized computing services are provided by the computing resource pool which is hosted by high 
performance server clusters. Computation capacity can be packaged to form common computing services.  For 
example, the analysis service can be classified into three types: descriptive, predictive, and suggested services. 
The descriptive service includes crystal report, dashboard, and balanced scorecard; The predictive service in-
cludes data mining and statistical prediction. And the suggested service includes optimization, simulation, and 
decision model. Furthermore, the computing cloud also provides customized computing services such as the 
preprocessing service of multimedia content. The computing cloud is connected to the data cloud by data links 
directly to get efficient access. Then data-related functions are released to the control cloud as web services. 

c. Control Cloud 
Serving as the kernel of the cloud center, the control cloud is responsible for the service logic processing and 

web services management ranging from receiving user requests to delivering services. Generally speaking, the 
control cloud includes four parts: the service scheduling middleware, the logic control module, the function 
customization module, and the service delivery module. 

The service scheduling middleware such as Enterprise Service Bus (ESB) is used to define, release, and in-
voke web services. It can be divided into two layers: the business service layer and the proxy service layer. The 
business service layer includes basic business services, which are supplied by computing cloud directly. The 
proxy service layer invokes, sorts, assembles, and re-constructs basic business services according to specific 
business processes which are predefined. In other words,  the service scheduling middleware in control cloud 
reassemble common storage and computing resources provided by the other two clouds to form new dedicated 
services according the characteristics of IoT business processes. And these dedicated services are provided for 
logic control module via several kinds of  web services such as data web service, computing web service and so 
forth. 

The function customization module process the requests from application delivery node. A user customizes 
data, computing resources, invocation method, processing flow, and  so forth. The function customization mod-
ule interpret the requests and reorganize them into specific format for the logic control modules. 

The logic control module builds workflows and invokes all the necessary resources in the cloud, calling corre-
sponding services deployed in the service scheduling middleware. As services in service scheduling middleware 
are predefined, deployed and available to process the incoming workflows, the logic control module can get the 
processing results, including result content and presentation structure. And the logic control module transfers 
them to the service delivery module.  

The service delivery module processes the results according to the presentation structure, and then delivers to 
users through data service clients. In order to accept user requests and deliver processing results, the logic con-
trol module establishes a control connection to the function customization module and the service delivery mod-
ule. The  control link can be established between the logic control module and the data cloud to facilitate data 
access if network conditions permit. 

4.3   Interaction between Cloud Center and Application Delivery Node 

The cloud center interacts with the application delivery node by two methods: the direct linkage by TCP/IP pro-
tocol and the controlled access by web services. 

a. TCP/IP 
The direct linkage by TCP/IP protocol is mainly used when user access the control cloud through thin clients, 

such as web browsers, to issue service requests and accept service responses. The method of such direct linkage 
aims to provide end users an easy, fast, and effective way to get services. 

b. Web Service 
Web service is normally used in the process of the application delivery node to provide data resource to the 

cloud center, in order to ensure reliability, customizability, and controllability of the data transmission. In other 
words, the administrator of the application delivery node can offer partial access to data for the cloud center for 
external users, which ensures the autonomy, independence, and security of the node system. In this way, the 
cloud center backups the predefined data which is difficult to obtain again, serving as a disaster recovery center 
of the application delivery node. 
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5   An Illustrated Prototype System  

According to the hardware deployment architecture and software implementation model of our scalable cloud 
model for Internet of Things, a prototype system is designed and implemented in the context of kindergarten 
safety supports. 

The prototype system is a distributed cloud platform named Intelligent City with Internet of Things (ICWIOT) 
service platform. The platform implements varies types of functions by different sub-platforms and modules. 
The sub-platforms and modules are not only logically independent, but also can be geographically separate. The 
whole platform is composed of four parts depicted in Fig. 3, i.e., the Kid Safety Support System (K3S), the 
ICWIOT data cloud, the ICWIOT computing cloud, and the ICWIOT control cloud. 

 

Fig. 3. Prototype system work flow 

a. Kid Safety Support System (K3S) 
Serving as the service client, delivery node is deployed in a local ICA. The K3S aims at improving kindergar-

tens’ ability to response to emergency in general, to prevent kids lost at picking up in particular. It implements 
omni-directional monitoring, efficient disposal, and data analysis, by fully utilizing technologies of RFID, video 
surveillance, and pattern recognition. RFID tags are embedded in kid’s uniforms. Parents and kindergarten staff 
carry their RFID tags to access system services. Video cameras, RFID sensors, and wireless network base sta-
tions are deployed in the campus, as well as local service clients, server, and actuating devices such as warning 
device and automatic door lock. 

The K3S provides services of parent-kid matching verification, stranger identification, kids lost alarm and 
SMS alert, visitor route safety management, video security monitoring, attendance statistics, and the other relat-
ed services. The screenshots of the system is depicted in Fig. 4. 

 

Fig. 4. Screenshots of the K3S 
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The K3S comprises four components: the RFID data collection module, the video data pattern recognition 
module, the safety control module, and the data extraction middleware. The RFID data collection module col-
lects and filters RFID data from services recipient, and then transmits them to the production database. The video 
data pattern recognition module can instantly identify motion state of objects in surveillance videos to reduce the 
probability of false alarms. The safety control module completes the whole working process to deliver kid safety 
services. The data extraction middleware publishes limited data access services on ESB in the ICWIOT control 
cloud, responding to requests of production data such as parents and kids information, which is sent by the 
ICWIOT clouds. 

 
b. ICWIOT Clouds 
The ICWIOT clouds include the ICWIOT data cloud, the ICWIOT computing cloud, and the ICWIOT control 

cloud. Fig. 5 illustrates the screenshots of the platform. 

 

Fig. 5. Screenshots of the ICWIOT platform 

The ICWIOT data cloud periodically extracts transactional events data from K3S by using a timer middleware, 
converts it into consolidated data by the data conversion middleware, and stores into main databases. Data in the 
ICWIOT data cloud resource pool are provided to the ICWIOT computing cloud for analyzing. 

The ICWIOT computing cloud offers common and customized services, including data presentation service 
and data analysis service which are implemented by open source libraries of numerical calculation and statistical 
analysis. All of the computing capabilities are packaged into web services described in the form of Web Services 
Description Language (WSDL), which are further published on the ESB to be invoked by the logic control mod-
ule in the ICWIOT control cloud. 

The ICWIOT control cloud manages web services within the OSB (Oracle Service Bus), serving as the service 
scheduling middleware. The other three components of the ICWIOT control cloud are the service customization 
module, the service delivery module, and the logic control module. 

The service customization module works as the entrance of the system. It can be accessed by any authorized 
users to customize service.  Using the kindergarten data analysis service as an example, users can customize a set 
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of parameters, such as data source (K3S or the ICWIOT cloud), data link type (TCP/IP or Web Service), unit of 
analysis (individual or group), object identity (kid, parent, or staff) and period for analysis. Users can select 
different analysis methods, such as rules-of-thumb analysis, Chebyshev analysis, skewness and kurtosis analysis, 
variance coefficient analysis and so forth. User can also design data presentation styles in different types of ta-
bles or diagrams. After the interpretation and reconstitution of user requests being completed by the service 
customization module, the flows of invocation, control, and computing will be handled by the logic control 
module. Finally, the service delivery module organizes the results and make the delivery to users.  

In addition, some typical configurations can be saved as analysis service templates, which display as function 
tree of the cloud services. For example, analyzing the regular time when parents pick up kids by calculating the 
mean and standard deviation can be an analysis template.  It is very useful to determine impacts of traffic peak 
time on picking up kids. These services can provide decision support to kindergarten safety management.  

6   Conclusions and Future Work  

Cloud platforms for IoT play a vital role for Smart Cities.  This paper elaborates a scalable cloud model for In-
ternet of Things based on the concept of modularization and service integration.  Different from general clouds, 
the cloud model can be implemented on a small scale in the initial phase, and be extended and integrated in the 
future.  For the resulted cloud platform, we assume that Intelligent City Areas (ICAs), which serve as the basic 
components of Smart Cities, are the application domains.  We also depict the hardware deployment architecture 
and software implementation model for the cloud using Service-Oriented Architecture (SOA) and modular de-
sign method.  Finally, we demonstrate the effectiveness of our proposed method by designing and deploying a 
kid safety support system for kindergartens.  

However, there are several limitations of the study. The prototype system is only experienced a small-scale 
implementation, and the performance of our cloud model is not fully evaluated. Since the proposed scalable 
cloud model focuses on services in IoT rather than general computation and storage, traditional metrics may not 
appropriate to evaluate the performance of our cloud model. Therefore, in the future we will improve our proto-
type system and expand the implementation scale, and we will continue our research on performance evaluation 
of different cloud models.  We are also interested in algorithms for service resource scheduling and optimization 
to improve the adaptability and operating efficiency of the service platform.  

Notwithstanding these limitations, the study has important implications.  The design of our scalable cloud 
model can successfully response the challenges of IoT in Smart Cities.  The proposed architecture and imple-
mentation model provide a feasible solution to build a cloud platform for IoT, which supports the step-by-step 
construction of Smart Cities. 
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