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Abstract. By investigating the effects of nodes distribution and broadcasting range of the route request 
(RREQ) control packets on the routing path establishment, in this paper, we explore the energy efficiency of 
AODV (Ad-hoc on-demand distance vector) routing algorithms in Ad-Hoc networks. Simulation results show 
that with the range adaptation to the number of nodes the highest successful rate of routing path establish-
ment is obtained. With the adaptive broadcasting range the routing efficiency can be improved. Thus, the 
demand transmitting energy of RREQ control packets to establish a routing path can be reduced. 
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1   Introduction 

The wireless network architecture can be divided into two architectures of with infrastructure and without infra-
structure (Wireless Ad Hoc Networks) [1]. Wireless ad hoc network is a high mobility, dynamic topology net-
work architecture. Therefore, the routing path can not be stably established and the route request (RREQ) pack-
ets can not be efficiently broadcasted over Ad-hoc network.  

Ad-hoc network routing protocols can be broadly divided into two categories. One category is a table-driven, 
and the other is the source-initiated on-demand driven. In table-driven, each node periodically sends or exchange 
routing information to update routing tables. The nodes find a transmission path from the routing table to trans-
mit data, such as DSDV [1]. In source-initiated on-demand driven protocols, when the node needs to send data 
packets to the destination, it begin to find a path to perform data transmission. The source node broadcasts 
RREQ control packets to the neighboring node until the destination node receives an RREQ message.  The des-
tination node send back an RREP packet to the source node. After the source node receive the RREP, it finds the 
available path in RREP. Then, it stops broadcasting RREQ. The AODV[2], DSR[3] are the examples of the on-
demand driven.  

In table-driven each node must be periodically exchange routing information over networks. The network re-
source can be consumed largely [4]. On the other hand, the on-demand driven oriented, do not need to regularly 
update the routing information. However, due to the dynamic changes of the Ad-hoc network, the links between 
the nodes is not permanent. To determine the correct information on the transmission path, the node would con-
tinue to broadcast the RREQ packets to perform the establishment of the path. Thus, when each node broadcasts 
control packets [5] largely, the node energy consumption will increase [6]. Therefore, in a constantly changing 
network topology structures, the path establishment is a challenging task for the power aware wireless networks 
[7] [8]. 

In this paper, we investigate the energy efficiency of routing path establishment of AODV. In Section 2, the 
related literature is investigated for the Ad-Hoc network routing protocols. In Section 3, the ad-hoc network 
models are established for simulation environments. In Section 4, the simulation results of success rate for path 
establishments is performed. In Section 5, some conclusions are given. 
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2   AODV Routing Algorithm 

The AODV is a typically on-demand routing protocol. When the source node need to send data to destination 
node, and without path information of the destination node in the routing table, it would start to establish the 
path search process. This eliminates the need for periodic maintenance cost of the path required. 

When a source node needs a path to the destination node, it broadcasts an RREQ packet to the networks, and 
then wait for the route reply (RREP) packet. The RREQ packet contains the source node and destination node IP 
address, broadcast ID, the source node and destination node sequence number, as shown in Table 1. When a 
node receives an RREQ packet, it records the source node IP address and broadcast ID. The source node set a 
preset time for the RREQ packet broadcasting. If the nodes receive the same source the IP address of the node 
and broadcast ID of RREQ packets in this period of time, it will discard this RREQ packet.  

Table 1. RREQ packet format 

 

If this RREQ packet is not received by the destination node, the node can not determine whether the path to 
the destination exists or not. Therefore, when the destination node receives the RREQ packet, it need to send 
back RREP to source node. When the node receives a RREQ packet, it will establish a reverse path information 
to the source node in the routing table. In Fig. 1, solid line arrows represent the path of the RREQ packets, 
broadcasting from the source node to the destination node. All the intermediate nodes receive the RREQ packets 
and then broadcast this RREQ packet out. Finally, if the path exists, the destination node G will receive the 
RREQ packet.  

 

Fig. 1.     Source node A broadcast RREQ packet 

The RREP packet will be replied to the source node A through the path. When the intermediate node receives 
the RREP packet, it will establish a forward path information from source node to the destination node to the 
routing table, and then passes to the upstream node, until the RREP packet transmitted source node A. In Fig. 2, 
the dashed line arrows represent the path of the RREP packets. After the destination node G receiving the RREQ 
packet, along the path of the RREQ packet the RREP packet is sent return to the source node A. If the source 
node A did not receive RREP packet in countdown timer to 0, source node A repeats the broadcast of RREQ 
packet. Then the number of retransmission adds one. When the number of retransmissions of source node A 
exceeds a preset maximum value of this entry, this connection is failed. 

 

Fig. 2.     Destination node G return RREP packet (with dashed line) 
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3   Network Models 

In this paper, the RREQ broadcast procedure is performed by Non-Line-of-Sight (NLOS) transmission channel 
models [8]. In addition to consider the transmission path loss by the distance, the ground reflection model is 
adapted by 
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where ht is the transmit antenna height, hr is receiving antenna height, Pt is transmit power, Gt is the transmit 
antenna gain, Gr is the receiving antenna gain, d is the transmission  to the receiving of the straight-line distance,  

Pr is the received signal power, there minimum signal strength to receive information is 10106426.3 −× (w). 
There we set transmit antenna gain is 1, Receiving antenna gains 1, transmitting antenna height of 1.5, and 

the receiving antenna height of 1.5. Thus, by the formula (1), into the set parameters, we can get formula (2).So  
we can be based on the needs of the transmission range to transmit power. 

4720.0 dPt ×= ,  (nW)           (2) 

where d is the transmission distance. When the required transmission power is Pt , the consummation energy of 
the RREQ transmission is obtained by 

TPE tt ×= ,  (nJ)            (3) 

where  T is the transmission time for RREQ packet. 

4   Simulation Results 

In the NS-2 simulation, two parameters of the number of nodes and the transmission range are investigated for 
the path establishment in the networks.  The network area is set by 500m×500m. The simulation parameters are 
shown in Table 2. By AODV routing protocols, in accordance with the different number of nodes and different 
transmission ranges, the successful rate of the path establishment in a network is explored. 

Table 2. Simulation parameters 

Network field 500×500(m2) 
Transmission model Non-Line-of Sight(NLOS) 

Transmission range, R 20,40,60,80,100,120,140,160, 
180,200 (m) 

Number of nodes, N 10,20,30,40,50,60,70,80,90,100 
Transportation protocols TCP 

Routing protocol AODV 
Simulation time 10(s) 

Nodes set Random distribution 
RREQ packet length 24Bytes 

Data bandwidth 2Mbps 

 
When different transmission range is proceeded, the neighboring node in this range will received the trans-

mission packet as shown in Fig. 3, where with the range of R=250m the packets can be transmitted farer than 
that of R=100 m.  

 

Fig. 3.     Broadcasting range schematic 
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The success rate of the path establishment is investigated for different numbers of nodes as shown in Fig. 4. 
From Fig. 4, we can observe that with the number of nodes N=20, with the higher transmission range, the suc-
cessful rate increases. When the number of nodes with N=80, the successful rate increases for transmission 
range R=60 to 100. But it decreases for R=120 to 180. When transmission range is less than 60 meters, all the 
success rates are equal to zero for N≤100. 

The success rate for the number of nodes 10<N<100 is shown in Fig. 5. From Fig. 5, with the transmission 
range R=20, the success rate is zero. When transmission range is greater than 80 meters, the path can be estab-
lished with higher rate. But when the transmission range of 140 meters, the success rate is dropped for the number 
of nodes N>70. with the transmission range of 200 meters, the success rate begins to decline for the number of 
nodes N=30.  

Therefore, from Figs. 4 and 5, it is observed that when the number of nodes is less, the transmission range 
should be to higher to perform more efficient connections and the success rate of the path establishment can be 
higher. Moreover, when the number of nodes is higher (or the nodes is denser), the transmission range should 
shorter to avoid collision between the RREQ packets.  

The comparisons of success rates are shown in Table 3. From Table 3, it is observed that with the number of 
nodes from 10 to 100, the highest success rate can be reached 82.5-95% by adequate different transmission 
ranges. Thus, to obtain the highest success rate for the different number of nodes, the transmission range should 
be selected according to the nodes density.  

Moreover, the perform energy efficiency for the path establishment, the energy consumption for different 
transmission range (80-200m) is shown in Fig. 6. From Fig. 6, it is observed that with higher number of nodes 
N>90, the transmission range increases, the energy consumption increases. However, with the number of nodes 
50≤N≤80, the energy consumption is lowest for transmission range R=100. Moreover, Fig. 7 shows the energy 
consumption vs. the number of nodes (N=30-100). From Fig. 7, it is seen that with higher transmission range 
R>100, the energy consumption increases for low number of nodes N<100. It is due to the collision of RRQ 
packets. Fig. 8 shows the energy consumption vs. the number of nodes (N=60-180), with transmission range of 
80, energy consumption decreases for the higher number of nodes 100<N<180. 

Therefore, in the path establishment, to reduce the broadcasted RREQ packets, we can adjust the transmission 
range to avoid to packets collision. When the success rate is improved, the broadcast RREQ packets are reduced. 
Thus, the energy efficiency can be improved. 

 

Fig. 4.     Path to establish the success rate of different number of nodes (20-100) 

 

Fig. 5.     Path to establish the success rate of different transmission range (20-200m) 
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Table 3. Comparison table of success rate (%) 

Range(m) 
N 

100 120 140 160 180 200 

10 0 0 2.5 12.5 25 45 

20 0 12.5 37.5 57.5 67.5 80 

30 12.5 37.5 55 77.5 95 90 
40 22.5 60 72.5 82.5 82.5 77.5 

50 40 67.5 80 85 77.5 72.5 

60 50 72.5 85 87.5 70 57.5 

70 70 80 85 82.5 65 50 

80 82.5 82.5 77.5 67.5 60 47.5 

90 77.5 82.5 72.5 62.5 55 47.5 

100 72.5 80 70 60 52.5 42.5 

 

Fig. 6.  The comparisons of energy consumption for different transmission range (80-200m) 

 

Fig. 7.   Energy consumption comparisons for different number of nodes (30-100) 

 

Fig. 8.   Energy consumption comparisons for different number of nodes (60-180) 
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5   Conclusion 

In this paper, we investigate the path establishments of AODV protocols by computer simulations. Simulation 
results show that with the higher number of nodes, the transmission range for broadcasting RREQ packets 
should be decreased to increase the successful rate of path establishments. Moreover, when the number of nodes 
is 180 in the sensing field, the most energy efficiency to establish path is by using 70m for transmission range to 
broadcast RREQ packets. In the future, we will further propose a new green energy routing algorithm to reduce 
the number of RREQ control packet, and reduce energy consumption, and thus enhance the performance of the 
network. 
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