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Abstract. To solve tracking problem when objects’ part are temporally occluded in complicated scene, a 
novel particle filter tracking method using graphical model is proposed. The method applies particle filter to 
graphical models. When the color histogram of the tracked object is made, there is not one region of whole 
object but the multi-part region of it, thus it is divided into some parts, which means that the multi-part region 
is taken as a graphical model. In the process of object tracking by using particle filter method, messages 
about the state of the parts are sent to other parts in the graphical model. As the result, when the tracked ob-
ject has occluded part, the proposed method can track stably and infer the state of the occluded part. Finally, 
experimental results verify the proposed method effectively.  
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1   Introduction 

Visual object tracking has become a hot issue in computer vision, particularly in applications such as human 
computer interaction, automotive preventive safety, traffic monitoring, automated surveillance [1-4]. However, 
object tracking is extremely complex and time consuming especially in outdoor environments. Some problems 
of object tracking can be mentioned in outdoor environments such as occlusion, shadows, illumination changes 
and presence of clutter. To overcome these difficulties, a variety of tracking algorithms have been proposed. 
These methods for object tracking can be subdivided into two main groups [5]: deterministic methods and prob-
abilistic methods. Deterministic methods typically track the object by performing an iterative search for a simi-
larity between the template image and the current one. On the other hand, the probabilistic methods use the state 
space to model the underlying dynamics of the tracking system such as Kalman filter and particle filter. Particle 
filter methods are the most prominent. 

In recent years, some scholars combine graph theory and probability theory, probabilistic graphical models 
(PGMs)[6] have become a popular and powerful mathematical tool to learn, represent, and compute complex 
probability distributions by explicitly defining statistical dependencies between the elements of the probability 
model. PGMs are able to provide an appropriate theoretical framework where object dynamics and appearance 
can be combined and the motion estimation problem can be efficiently solved. Graphical models can be divided 
into two general classes: directed acyclic graphs (DAGs) and undirected graphs (UGs). In both cases, the basic 
idea is to provide a graphical tool to decompose a multivariate probability distribution into a factored form by 
providing an intuitive and manageable visual description. The stochastic variables are associated to nodes and 
conditional dependencies between the variables are represented by links or edges. Nowadays, because particle 
filter can solve the estimation problem when the system is nonlinear and non-Gaussian, some scholars apply 
particle filters to graphical models [7, 8]. They combined belief propagation with particle filtering. E. B. Sud-
derth et al. [8] employed the Nonparametric Belief Propagation algorithm which can understand graphical mod-
els, and apply it to infer location and reconstruct occluded features of faces. However, they need high computa-
tional cost and can not apply to real-time tracking. 

The object tracking problem under occlusion is always a difficulty in computer vision research. In recent 
years, Research on this problem is mainly focuses on two aspects below: (1) One is to consider a single object 
and to use different features to describe the object. (2) The other is to consider a single feature and to use it to 
describe different sections of the object within a single framework. For study of the first solution, A number of 
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studies, e.g. [9, 10], employed a dynamic framework called the Democratic Integration to adaptively integrate 
different cues, addressing this problem. In their framework, each cue has an adaptive reliability value associated 
with it, and each cue contributes to the joint result according to its reliability. H. Wang et al. [11] proposed a 
color space Gaussian mixture model. By modeling in the color distribution and spatial information, the algo-
rithm can more accurately track object. As for study of the second strategy, S. M. S. Nejhum et al. [12] split an 
object into parts introduces a kind of supplementary shape information regarding the object by providing the 
relative spatial arrangements of different sections. This offers an important advantage over the classical region-
based trackers where the content of the region of interest is modeled with a single histogram with the loss of 
spatial information. This kind of part-based trackers mostly aims at tracking articulated/non-rigid objects (e.g. 
[13]), and generally requires the model of the object to be known or given a priori. Although researchers have 
done a lot of work in this area, however, the occlusion problem has not been solved well. In the aforementioned 
method, objects are lost when the occlusion is serious. 

In this paper, to solve tracking problem of temporal occlusion in complicated scene and reduce calculation 
cost, a novel particle filter tracking method using graphical model is proposed. Using simple graphs, the method 
apply graphical models to compensate for the lack of the information of the occluded part, and propagate mes-
sages from a node to other nodes of graph. On the one hand, in spite of simple graphs, the method can avoid 
losing information and obtain the accurate trajectory of the object motion. On the other hand, the state of oc-
cluded parts can be estimated from visible parts. 

The rest of the paper is organized as follows. In section 2, particle filter method is briefly introduced. Follow-
ing that, particle filter method based on graphical model is proposed in section 3. In section 4, the proposed 
algorithm is described. In addition, experimental results are presented in section 5. Finally, the conclusions are 
drawn in section 6. 

2   Particle Filter Method 

Visual tracking can be considered as an optimal estimation problem, the tracking purpose is that inference is 
performed on dynamic Bayesian networks by estimating the belief state using the Bayes’ rule. That is to say, the 

optimal estimation of object state is obtained by calculating the posterior probability density 1:( | )k kp x z . 

1:( | )k kp x z is computed recursively using a two steps method, the two steps are as follows: 

(1) Prediction step: kx  is the state vector, the observations is denoted as kz , 1: 1, 2{ , }k kz z z z=  . Assum-

ing that the posterior 1 1: 1( | )k kp x z− − is available, it is possible to make predictions using the state space mod-

el 1( | )k kp x x − . 

1: 1 1 1 1: 1 1( | ) ( | ) ( | )k k k k k k kp x z p x x p x z dx− − − − −=  (1)

(2) Update step: Updating priori probability density using the observation kz  and the likelihood probabil-

ity ( | )k kp z x that is derived from the observation. The posterior probability density 1:( | )k kp x z can be ex-

pressed by Eq. (2). 

1: 1
1:

1: 1

( | ) ( | )
( | )

( | )
k k k k

k k
k k

p z x p x z
p x z

p z z
−

−

= (2)

The particle filter (PF) provides a framework for the recursive state estimation in nonlinear, non-Gaussian 
problems. In particle filter, the posterior probability density can be estimated by a set of random particles ( )iS , 

( ) ( ) ( ){ , }, 1, ,i i iS x i Nπ= =  , ( )ix denotes the hypothetical state of the tracked object and )(iπ denotes its 

weight. Here, the state is treated as the position of the object. The particle filter method can be described as 
follows: 

Step1. Initialization:  0k = . 

(1) Sampe N particles, ( )
0 0( ), 1, 2 ,ix p x i N=   . 

(2) Compute the particle weights using Eq. (3). 

( ) ( )
0 0 0( | )i ip z xπ = (3)

(3) Normalize the importance weight using Eq. (4). 
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(4)

Step2. Prediction and update: 

(1) Sampe N particles, ( ) ( )
0: 1 0:( | , ), 1, 2 ,i i

k k k kx q x x z i N− =  . 

(2) Compute the particle weights using Eq.(5). 

( ) ( ) ( )
1( ) ( )

1 ( ) ( )
0: 1 0:

( ) ( )
, 1, 2,...

( , )

i i i
k k k ki i

k k i i
k k k

p z x p x x
i N

q x x z
π π −

−
−

= = (5)

(3) Normalize the importance weight using Eq. (6). 

( )
( )
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=

=



(6)

Step3.Selective re-sampling: 

1). Compute the effective particle size effN . 

( ) 2

1

1

( )
eff N

i
k

i

N
π

=

=
 (7)

 
2). If eff thN N≤  multiple weighted particles to generate N equal weighted particles. 

Step4. Output: State estimation. 

( ) ( )

1

N
i i

k k k
i

x xπ
=

= (8)

3   Particle Filter Method Based on Graphical Model 

In this paper, we compensate for the lack of the information (e.g. the occluded part) using graphical models. In 
the conventional method, the region of the color histogram is often obtained from the whole tracked object. In 
our proposed method, the regions are obtained from the parts of divided object. The parts are set to nodes of the 
graph and propagate messages from a node to other nodes of graphs. By this means, when the part of object is 
occluded, the method can avoid losing information and obtain the trajectory of object motion stably. In this 
section, particle filter method based on graphical model is explained. 

3.1   Observation Model 

Color features have mainly RGB and HSV, RGB is an uneven color space, moreover HSV is an even color 
space, it can better response person visual sense about color. So we select HSV color space. Target color distri-
bution use color histograms of positional information. Assuming the color information in the HSV space is di-
vided into the levels, which is 4416 ××=m . 

Calculating the likelihood, Bhattacharyya distance is used to measure similarity between two color distribu-
tions. Obtain the object color distribution p of the object template and the color distribution q of the candidate 
object. 

Using the Bhattacharyya distance, the similarity is measured between object template color distribution which 
are denoted by p and the candidate object color distribution which are denoted by q . The Bhattacharyya dis-
tance is given as: 
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],[1 qpd ρ−=  (9)


=

=
m

u
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1

)()(],[ρ  (10)

Where, ρ  is Bhanacharyya coefficient. The color of the object observation likelihood function is defined as: 

)
2

)]),([1(
exp(

2

1
)|(

2

)(

2 σ
ρ

σπ
qxp

xzp
i

kk

−−=   (11)

2σ is Gaussian variance, the value is 0.2 in our experiment. 

3.2   State Space Model 

State space model describes the dynamic process of object state with time change, in the particle filter algorithm, 
the object state is represented with particles. Therefore, the state space model describes the spread process of the 

particle. In this paper, a rectangle represents the object, the state vector is defined as ),,,( kkkkk whyxX = , 

kk yx , are the center coordinate of rectangle, kk wh , are the height and width of the rectangle respectively. 

Second order auto regressive model is used to describe the object state: 

1211 −−−− +−=− kkkkk UXXXX (12)

kU  is random noise, it obeys the normal random distribution, and it is denoted by ),0(~ σNU k . 

In Eq.(12), state space model is as follows:  

 
1212 −−− +−= kkkk UXXX   (13)

This state space model is used in the sampling step of particle filters. 

3.3   Graphical Model 

A graph G is defined by a set of nodes V, and a corresponding set of edgesε .The neighborhood of a nodeα
（ V∈α ）is defined as }),(|{)( εβαβα ∈=Γ . kx ,α  and kz ,α  are respectively the state and the observa-

tion of the node α at time k . αβm is the message from the nodeα to the node β , This message works to trans-

fer the information of nodes to neighbor nodes. 
To simplify, we consider models with potential functions for each node, it is as follow: 


Γ∈

+=
)(

,,,,,,,,,, )}()({
1

)(
αβ

βαβαααααα φφ kkkkkk xxzx
Z

zxp  (14)

Where, Z is the normalization factor. We calculate the posterior density )|( , kk zxp α  based on these poten-

tial functions, and approximate the posterior density using messages. The state kx ,α is estimated by these ap-

proximated densities. 

3.4   Update and Prediction of Particles  

In the paper, the particles are used in two stages. One is the update, and another is the prediction. Updated and 
predicted particles of the node α at time K are defined as: 

],...,|[ 1zzxEx kkk = (15)

],...,|[ˆ 11 zzxEx kkk −= (16)



Zhang and Kang: Particle Filter Tracking Method Using Graphical Model 
 

5 

These particles are used properly in the iterative computation of the tracking algorithm. In the improved par-
ticle filter, each particle has state and weights. The i-th updated and predicted particles at time k are represented 

by Ni
i

k
i

k
i

k xs ,...,1
)()()( },{ == π  and Ni

i
k

i
k

i
k xs ,...,1

)()()( }ˆ,ˆ{ˆ == π . 

3.5   Posterior Density 

In general the particle filter, the posterior density is approximated according to assumption that the temporal 
transition of the state is simple Markov process. The relation term between neighbor nodes is added to the poste-
rior density of the state of the node α at time k : 

)}|(),()|({
1

),|( ,,,,
)(

,,,),(,, kkkkkkkkk zxpxxzxp
Z

zzxp βββα
αβ

βαααααα φ
Γ∈

Γ +=′  (17)

Where, βαφ , is the related potential function between the node α and the node β . The second term of above 

equation is approximated by message particles. The details about message particles are shown in the following 
subsection. 

From the posterior density p′ , the expected value of a function )( ,kxf α  is given as: 

 Γ′= kkkkkk dxzzxpxfxfE ,),(,,,, ),|()()]([ αααααα  (18)

3.6   Message Propagation 

The particles of general particle filter propagate through the Markov chain temporally. In addition, the message 
particles propagate through the edges of the graph. In Fig. 1, the graphical model has two nodes, it is connected 
by the Markov chain. The message flows are shown as arrows in Fig. 2. 

 

Fig. 1. Graph models which have two nodes connected by Marcov chains 

α

km ,αβ

β

α

km ,βα

ks ,ˆα

 

Fig. 2. Propagation of predicted particles and message particles 

In Eq. (17), The message particles play the role of the approximation of the second term. Here we reinterpret 
the second term of it as: 

)|()|(
1

)|(),( ,,,,,,,,, kkkkkkkk zxpxzp
Z

zxpxx ββαβααβββαβαφ =  (19)

Where, Z is the normalization factor. In Eq. (19), we approximate it by using the message particle-set 

},{ )(
,

)(
,

)(
,

i
k

i
k

i
k xm βαβαβα π= from the node β  to node α . The weight of the message particle is defined as: 

)|( )(
,,,

)(
,

i
kkk

i
k xxzp βαααβαπ == (20)
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In fact, we make the message particles by propagating between the nodes as below: 

k
i

kk
i

k bxAx ,
)(
,,

)(
, βαββαβα += (21)

kA ,βα and kb ,βα are respectively the propagation matrix and vector from the node β  to the node α  at time 

k. The state of the node α  is estimated according to the distribution of updated particles: 

)(
,

)( 1
,

1

)(
,,, ˆ|ˆ][ i

k

N

i

i
k

N

i

i
k

i
kk xxxE βα

αβ
βαααα ππ  

Γ∈ ==

+= (22)

 
Γ∈ ==

=+
)( 1

,
1

, 1
αβ

βαα ππ
N

i

i
k

N

i

i
k

 (23)

4.   Algorithm Design 

In this section, our proposed tracking algorithm is explained as follows: 
Step 1: Prepare the graph G  of the tracked object and the node set α  of the graph and initialize the updated 

particle-set Ni
iii xs ,,1
)(
0,

)(
0,

)(
0, },{ == ααα π  

Step 2: Predict the particle-set at the next time-step using Eq. (13). Make the predicted particle-set
)(
,ˆ i
ksα , using 

selected previous updated particle-set 
)(

1-,
i
ksα  

Step 3: Color observation likelihood function value is calculated using Eq. (11) .Calculate the weight of each 
particle as below: 

)]
2

)],([1(
exp(

2

1
ˆ

2

)(
,)(

, σ
ρ

πσ
π αα

α

qxp i
ki

k

−
−= (24)

Step 4: Make message particle sets. Calculate the state and the weight of message 

),,1),(()(
, nlm l

i
kl

=Γ∈ αβαβ from neighbor nodes km ,βα as below: 

k
i

kk
i

k llll
bxAx ,

)(
,,

)(
, ˆ αββαβαβ += (25)

)(
,

)(
, ˆ i

k
i

k ll βαβ ππ =  (26)

Step 5: Select N  samples from the predicted particle-set
)(
,ˆ i
ksα  and message particle-set

)(
,

i
kl

m αβ .The normal-

ized cumulative probability
)(

,
i
kcα′  is calculated as below: 

0)0(
, =kcα  (27)

)(
,

)1)1(())1(( ~ i
k

nin
k

nin
k cc απ+= −−+−+

(28)

)(
,

)1)1(())1(( i
k

lnin
k

lnin
k l

cc αβπ+= −+−++−+
 (29)

)(

)(
)(

N
k

j
kj

k c

c
c =′  (30)

Generate a uniform distribution random number ]1,0[∈r . Find the smallest j satisfied as rc j
k ≥′ )( .Set 

)(
,

)(
, ˆ j

k
i
k ss αα =  or 

)(
,

j
kl

m αβ . 

Step 6: Estimate the position kx ,α of each node of the object using Eq.(22). 
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Step 7: Set 1+= kk , and go to step 2. 

5   Experimental Results 

In this section, the experimental results are presented by two groups of experiments to illustrate the performance 
and the effectiveness of the proposed tracking algorithm. The first set of experiments demonstrates the effec-
tiveness of the proposed algorithm on illustrative tracking sequences, and the second set of experiments com-
pares the runtime and tracking accuracy of the two algorithms in different number of particles. In these experi-
ments, the trackers in comparison are initialized by manually marking the image region surrounding the object in 
the first frame of the sequence. 

The proposed algorithm and the conventional particle filter algorithm [14] have been implemented in 
MATLAB 2009 on a PC with a 2.6 GHz Intel Core2 Duo processor. 

5.1   Effectiveness Analysis 

The effectiveness of our proposed method experiments have been confirmed on three video sequences. The first 
video sequence contains 384×288 pixel image frames, and the second video sequence contains 720×576 pixel 
image frames. All the two sequences come from the CAVIAR database [15]. The third video sequence which 
consists of 352×288 pixel images is provided in [16]. 

1) The first video sequence is an occlusion clip. In this sequence, two persons walk pass each other and the 
person being tracked is partially occluded. Comparing the conventional method and the proposed method, we 
evaluate the tracking algorithm on the video sequences. First, we select an initial object area where 30 particles 
are set for conventional method in the first frame. In our method, two initial areas are selected to build the 
graphical model which has two nodes. Each node and each message have 15 particles respectively. 

Fig. 3 shows the result of the conventional particle filter algorithm, and the tracking results of our proposed 
method are shown in Fig. 4. The results show that the tracker drifted away using the conventional method when 
the object has the partial occlusion, at the same time the position of the occluded part is estimated stably in the 
proposed method, and the object can be tracked correctly before and after occlusion. 

 

Fig. 3. Object tracking experiment using conventional method for sequence 1 

 

Fig. 4. Object tracking experiment using our proposed method for sequence 1 

 
Fig. 5 shows the position error of our tracker and the conventional particle filter color-based tracker. In this 

experiment, the object has severe occlusion between the frames 30 and 70. The estimation of the conventional 
method fluctuates more widely than the proposed method. In summary, our method performs better than the 
conventional method. 
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Fig. 5. Position error plots for the sequences 1 

2) The second video sequence shows object scale changes and partial occlusion. In this experiment, an object 
is tracked by the conventional method and our proposed method. For initialization, we select an initial object 
area where 30 particles are set for the conventional method. In the new method, two initial areas are set to build 
the graphical model that has 2 nodes. Each node and each message have 15 particles respectively. 

Fig. 6 and Fig. 7 give the different result of the two algorithms. In Fig. 6, the position of the estimation is af-
fected widely by another pedestrian when the object has the occluded part, and the tracker lose the object after-
ward. Fig. 7 shows the result of the proposed method. In this case, the position of the pedestrian is estimated 
stably when partial occlusion occurs. Fig. 8 shows the position error in this experiment, the partial occlusion 
occurs between the frames 60 and 80. The results confirm that our proposed method demonstrates the better 
performance than the conventional method. Our method provides the better satisfactory tracking results. 

   

 Fig. 6. Object tracking experiment using conventional method for sequence 2 

   

Fig. 7. Object tracking experiment using our proposed method for sequence 2 
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Fig. 8. Position error plots for the sequence 2 

3) The third video sequence is a tracking of woman’s face, and it contains 300 frames. The main difficulty in 
this sequence is that the face is often occluded by a magazine throughout the sequence. In this experiment, we 
select an initial object area where 30 particles are set for the conventional method. Three initial areas are select-
ed for the proposed method to build the graphical model which has three nodes. Each node and each message 
have 10 particles respectively. 

Fig. 9 and Fig. 10 show the results of the two different particle filter method. The results show that our meth-
od coped with these kinds of occlusions better than the conventional method when the partial occlusion occurs. 
Our method is able to accurately track the object throughout the whole sequences. 

 

 
Fig. 9. Object tracking experiment using conventional method for sequence 3 

 

 

Fig. 10. Object tracking experiment using our proposed method for sequence 3 
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5.2   Runtime and Tracking Accuracy Analysis 

This experiment compares the runtime and tracking accuracy of the two algorithms in different particle numbers. 
It can be seen from table 1 that the proposed algorithm outperforms the conventional particle filter method in 
terms of runtime with the same particle numbers. With the increase of the particle numbers, the runtime of the 
conventional particle filter method is obviously increased. 

In Fig. 11, the position error of our tracker is plotted in different particle numbers on two sequences. The re-
sults show that the increase of the particle numbers can improve tracking accuracy of the algorithm, but the 
runtime increases. 

From these experiments, our proposed method is effective. When the object has the occluded part, the object 
can be reliably tracking. 

Table 1. Comparisons of runtimes from three video sequences (unit: second) 

Sequence Frame number Particle number 
Runtime 

Proposed method 
Conventional particle filter 
method based on color 

1 100 
30 11.16 13.12 
90 12.51 15.56 
210 14.59 19.69 

2 100 
30 11.65 13.31 
90 12.96 16.12 
210 15.12 20.06 

3 300 
30 30.12 35.23 
90 31.67 38.35 
210 34.55 44.67 

 

(a) Sequence 1                                                                          (b) Sequence 2 

Fig. 11. Position error plots using our proposed method in different particle numbers 

6   Conclusion 

To track moving object reliably and obtain accurate object trajectory, the particle filter method and graph 
model method are studied, and particle filter is applied to graphical model. To realize reliable tracking, especial-
ly when the object has the occluded part, we use graphical models to compensate for the lack of the information 
of the occluded part. Experimental results have demonstrated that the proposed tracking algorithm is effective. 
This method not only can be reliably tracking moving object, but also the position of the occluded part can be 
estimated from visible parts. 
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