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Abstract. We present an automatic 3D hair modeling approach that makes use of geometric information from 
a given 3D virtual head model to obtain the initial envelope shape-points that cover the whole head using a 
series of geometric methods that simulate the hair growth process. Considering that natural hair has uneven 
thickness and irregular shape char5acteristics, we further refine the envelope shape-points and define the hair 
density and expansion with hair-clusters as the basic unit. The B-Spline function is then used to fit the curve 
cluster, finally obtaining the virtual hair 3D data by mapping the texture picture with transparency. The 
experimental results show that this method can obtain realistic 3-dimensional hair using very few manual 
operations. 

Keywords: envelope shape-points, B-Spline function, random parameter range, irregular hair, 3-dimensional 
hair 

1   Introduction 

In three-dimensional computer animation, creating vivid realistic characters involves building models, texture 
mapping, ray tracing, attitude description, motion analysis and many other aspects [1]. Building the model’s 
head is the key factor [2]. Hair is the most important decoration in addition to the facial features on the human 
head, which reflect the personality characteristics of the human model [3]. The same person can express different 
attitudes and motions using different hairstyles. 

Modeling human hair is very challenging work because real hair presents complex geometric structures 
composed of hundreds of thousands of single hairs. Each single hair can be viewed as a curve in 3D space. Its 
diameter is usually between 0.05mm and 0.2mm, less than the common display pixel size, making it difficult to 
accurately display. Completely constructing a hair mass requires describing each single hair curve. This would 
produce a huge amount of data and require extremely complex manual operations. Therefore, a simple intuitive 
method for building three-dimensional virtual hair with realistic visual effects at low manual operation cost is 
needed. The current most widely used 3D modeling software such as Maya, 3DsMax and Poser etc. can produce 
virtual 3D hair however these softwares are expensive and require large numbers of manual operations. A long 
time is required to skillfully master these modeling programs. 

In view of the currently existing virtual 3D hair modeling approaches with complex manual operations 
consuming a great amount of time, we present an automatic virtual 3D hair modeling method. This method 
makes full use of the geometric information from a given model head. Only a small number of manual 
operations are necessary to obtain virtual 3D hair with realistic visual effects. 
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2   Related Research 

In modeling virtual three dimensional hairs, the geometric and physical characteristics [4] must be fully 
considered. Both domestic and overseas researchers have made fruitful research into hair characteristics. Bai [5] 
established the NURBS curve for hair on the head surface and then extended the hair piece along the curve. 
Particle dynamics were applied to produce a three-dimensional hair model. Feng [6] obtained the hair cluster 
section by generating a closed B-spline curve and then adjusting the key hairs and the cluster section using the 
local B-spline properties. In order to simulate the thickness of realistic hair Kim [7] designed a hair surface 
fitting the scalp and then expanded the hair as a thin shell volume along the normal vector direction of the local 
surface. The outer surface of the thin shell volume is described to make it show the hair shape. Chai [8] 
presented a hair modeling method using surface grid control to express the basic hair appearance using 
additional shape grids. The hair trajectory is then generated out of the grids to obtain the hair-style for the fitting 
shape. Zhan [9] used the cluster simulation approach to model hair. His method first specified rectangle grids 
over the scalp where hair grows and then the random hair distribution points were set for each grid. The growth 
curve for the hair cluster is finally adjusted to obtain 3D data.  

Huan [10] used the Delaunay algorithm for triangle meshes on the scalp surface and extended the curve 
outward from each sub triangle center to simulate hair growth using manual operations. A simple cloning was 
finally performed in each sub triangle to cover the scalp with hair by increasing the hair density. Li [11] 
presented methods for generating photo-realistic 3D human head models from a geometric model and recovered 
the 3D positions of hair contour points extracted from multiple view color images. The growth root, direction 
and length of every hair were then grown until the entire scalp is covered. A Coons-patch is finally constructed to 
approximate the hair surface from four closed 3D contour curves. Yang [12] described a human short hair 
modeling method. A hair style model is first derived interactively from a scalp model. The hair model is then 
derived from the hair style and scalp models. Texture mapping is applied to the hair model for a better visual 
effect. 

Although these methods can obtain 3D hair data, they require a lot of manual operations to construct the scalp 
surface grids or to assign the hair growth direction. 

3   Automatic 3D Hair Shape-Points Envelope Generation 

In reality human hair has shape characteristics from attachment to the scalp, i.e., uneven surface thickness and 
irregular details distribution. We present an automatic modeling method that simulates the hair growth process 
producing realistic human hair. The hair shape-points envelope attached to the scalp is generated first. The 
shape-points envelope mesh is then sub-divided. Through a series of geometric constraints virtual 3D hairs with 
different thicknesses, densities and growth directions are generated randomly onto the head model. 

The automatic 3D hair shape-points envelope generation needs to make full use of the geometric information 

from the given head model. The geometric center of the head model is set as the original point O  for 

constructing the 3D right-handed Cartesian-coordinateOXYZ . The Y  axis coordinate of the lowest point is 

then set as minY
, which is the projection in the Y  axis of the lowest grown hair. Finally, two points are set in 

the opportune position in front of the scalp as the separate hair boundary, which is recorded as 

( ) ( ), , , , ,x y z x y zA A A A G G G G
. 

The shape-points envelopes are generated as follows: 

1). The points A  and G  are connected with the original point O  to obtain vectors OA


 and OG


 

separately. The arc AG  is divided into 6 segments using the vector linear interpolation method. We obtain the 

points set:  
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2). The growth process for a single key hair can be simplified as a particle starting from the hair follicle on the 
scale and then making a parabola along a certain direction. The particle trajectory is defined using the initial 

velocity unit vector ( ), ,x y zv v v v


, the gravity g  acceleration, the movement time t  and the scalp surface 
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shape. The forehead hair should not cover the facial features needs to be specified using two points near the edge 
of the eyebrows as the growth direction for the initial key hair, which is recorded as 

( ) ( ), , , , ,x y z x y zL L L L R R R R . 

3). The key hair growth is taken from point ( ), ,x y zA A A A  as an example, set the end point of the hair 

as ( ), ,x y zQ Q Q Q , and the length ratio as ( )0 1α α< < , so we can obtain ( )miny y yQ A A Y α= − − ⋅ . 

The direction of the initial velocity vector ( ), ,x y zv v v v


 is from point A  to point L . We have 0t t=  

when the hair grows to the finish point. The coordinate of point P  is
2
0

0 0, ,
2x x y z z

gt
P A v t A A v t
 

+ ⋅ − + ⋅ 
 

. 

Simultaneous equations as follows: 
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Solution to the coordinate of point Q : 
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(3)

Using cosine theorem formula to calculate the angle between vector OA


 and vector, denoted as β , then 

we have: 

arccos
OA OQ

OA OQ
β

 ⋅ =
 ⋅ 

 
 

 

(4)

Among them, “.” is inner product, “|| ||” calculates length. Set 7 shape-points containing the initial point A  

on the parabola, which is ( )0,1, 2...6kA k = , so we can obtain kA  by the algorithm as follows: 

k=1 
for t=0:0.05:t0 
    Getting the position of the point P at moment t    

          If (the angle between OP


 and OA


 is 
6

k β⋅ ) 

           kA P=  

           Scaling the vector along 
kOA


 until it intersects at point T  on the 

head model.  

           1.04kA T= ×  

    endif 
 endfor 

4). Set 6M = , N is the number of shape-points envelope sets, the point envelope on the left side of point 

A  is ( )0,1, 2,...,kA k M= , and the corresponding point envelope on the right side of the point A  

is ( )' 0,1, 2,...,kA k M= . The angle between kA  and X  axis is set as 1θ , the angle between '
kA  and X  
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axis is 2θ , we have 1 2

1N

π θ θθ + −Δ =
−

. When other points involved in Ψ  generate the data envelope the 

corresponding θ  must be updated to ( )0,1, 2,..., 1n n Nθ θ+ ⋅ Δ = − . In order to make the shape-points 

envelopes look more natural, we add a tiny random variable for each single shape-point. 
We designed a simple hairstyle by synthesizing the above methods. The following pictures of the shape-points 

envelopes for the key hairs are observed from different angles. 

   

Fig. 1. Pictures of the shape-points envelopes of the key hair observed from different angles 

4   Random Hair Cluster Covers and Texture Mapping 

In this section the hair shape-points envelope is processed further based on the last section. The final 3D virtual 
hair is obtained using random hair cluster construction achieving a more realistic visual effect. 

Using the two shape-points ( )0,1, 2,...,kA k M=  and ( )0,1, 2,...,kB k M=  for the key hair as an 

example, the vector interpolation points d  between kA  and kB , are defined as well as the density ρ  of the 

hair clusters and the degree of expansion rΔ . The first ( )1 2m m d≤ ≤ +  key point is ( ), ,x y zS S S S , we 

have: 

( )
1

k k
k

B A
S A m

d

−
= + ⋅

+  
(5)

Set point ( ), ,x y zS S S S  is used as the center using the spherical coordinate formula generated around the 

ball point set to simulate the hair clusters. Set 2 2 2
x y zr S S S S= = + +  as the distance between point S  

and the head model, as well as two direction angels named 'θ  and 'ϕ . We can then adopt the algorithm as 

follows to calculate the point set ( )' 1, 2,3,...,kS k ρ= : 

 
for k=1: ρ  

       ' ()%randθ π=  

       ( )' ()% 2randϕ π=  

       ( ) ( ) ( )' ' '
, cos cosk xS r r θ ϕ= + Δ ⋅ ⋅  

       ( ) ( )' '
, sink yS r r θ= + Δ ⋅  

       ( ) ( ) ( )' ' '
, cos sink zS r r θ ϕ= + Δ ⋅ ⋅  

End for 
 
Put all of the key hair shape-points into the same process. Using the relevant B-spline theory [13][14][15] 

functions along the hair cluster growth directions to obtain virtual 3D hair. The figures below show 3D hairs with 
different dividing lines and initial growth directions: 
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Fig. 2. 3D hairs of different dividing lines and initial growth directions 

From fig.2 we can see that different virtual 3D hairs can be generated by specifying different dividing lines 
and initial growth directions.  

Table 1. The comparison between suggested method and references in manual operation. 

 Manual Operation Steps 
Paper[6] Adjust every single hair shape-point 

Paper[7] Draw hairstyle outline, automatic 
generation of the thin shell volume 

Paper[8] Draw the hair roots outline and specify 
the growth direction of the hair 

Paper[9] Draw the key hair and adjust the 
shape-points 

Paper[10] Specify the area constructed by multi 
triangles meshes on the scalp surface 

Paper[12] Draw hairstyle outline, generate short hair 
randomly 

Suggested 
method 

Specify 2 dividing points of hairstyle 
Specify 2 growth directions of the initial 

key hair 
Specify length ratio for each key hair in 

the form of one dimensional array（about 
20 numbers） 

 
Table 1 lists a comparison between the suggested method and manual operation references. The suggested 

method avoids drawing a hairstyle outline, specifying the grown direction of all key hairs and adjusting a large 
number of shape-points, which simplifies the manual operation to a great extent. 

5   Conclusion 

We presented an automatic three-dimensional virtual hair modeling method that uses random hair clusters. The 
experimental results show that this method can obtain virtual three-dimensional hair with realistic visual effects 
using a small number of manual operations. 

The main steps are as follows: 
1). Input four key-points in the property position of the given head model, with two of them are located near 

the eyebrows. The length ratio is then set for each key hair (about 20, in a one-dimensional array form).  
2). Particle parabolic motion and vector expansion methods are used to simulate hair growth, which uses the 

initial hair data points envelope attached to the scalp. 
3). Vector linear interpolation is used to obtain the key points set. The random hair clusters are simulated 

using expansion processing in spherical coordinates.  
4). The relevant B-spline functions are used to obtain the 3D hair data. The virtual 3D hair is obtained with 

realistic visual effects using transparency texture mapping. 
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By specifying only four initial points the proposed method has limitations in terms of style diversity, currently 
suitable only for long separate hairstyle modeling. We will continue to improve this method in future research. 
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