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Abstract. For the sea surface salinity (SSS) applications, the data collected by the floats needs to 

be uploaded as a satellite passes through. The floats distributed on sea surface are equipped with 

sensors to measure interested information to deliver to visible satellites passing through the sky. 

The architecture can be divided into three subsystems, the satellite, the Argo float sensors and 

the data center. In this paper, we evaluate the performance of the self-coupled time synchroniza-

tion protocol in the subsystem “Argo float sensors”. The basic idea is to achieve global synchro-

nization through local pulse coupling. We will discuss the effect of various network parameters 

such as the degree of the node and the network diameter to the performance of the self-coupled 

mechanism. Furthermore, we will propose an improvement over this scheme in the paper. It re-

duces its message complexity by randomly turning on and off the sensor nodes for synchroniza-

tion. We find that the self-coupled time synchronization protocol can achieve synchronization 

unless the network is sparse. It exhibits good cost-performance characteristics especially in the 

network environment of a great number of sensor nodes. Integrating with the proposed im-

provement, time synchronization can be effectively and economically reached as we will dem-

onstrated in the paper. 

Keywords: degree, hierarchical structure, pulse coupling,  sea surface salinity (SSS), sensor net-

works, synchronization  

1 Introduction 

Global warming is a tough challenge threatening the very existence of our civilization. Many research 

projects are dedicated to study various aspects of this critical phenomenon. National Aeronautics and 

Space Administration (NASA) in the United States and its international partners started project Aquar-

ius/SAC-D to study sea surface salinity and its effects on global climate and ocean/ground water circula-

tion. In the Aquarius project, many Argo float sensors capable of collecting and distributing measured 

data have been built and deployed by voluntary participating countries around the world. In short, the 

architecture can be divided into three subsystems, the satellite, the Argo floats and the data center in the 

Fig.1 [1]. 

In the satellite subsystem, a Low Earth-Orbit (LEO) satellite needs to be launched and put into place to 

collect the data from the floats. The satellite uses two types of satellite-terrestrial communications. One is 

between the satellite and the Argo float sensors and another is between the satellite and the ground data 

centers. When the satellite talks to the Argo float sensors, the satellite is the sole source for the download 

channel. However, the upload bandwidth is usually considered contentious. In order to send the measured 

data, the Argo float sensors fight to get access to the upload channel. The location of the Argo float sen-

sor can be recorded in the satellite and provided to the data center for float distribution prediction [3]. 

                                                           
* Corresponding Author 
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Fig. 1. The Aquarius/SAC-D mission concept [2] 

The main function of Argo float sensors is to measure and store scientific data on board. Various sensors 

are built into the Argo float to sample or monitor the desired environmental parameters. Each Argo’s 

float sensor will pump fluid into an external bladder and rise to the surface over about 6 hours while 

measuring temperature and salinity at typically 10-day intervals [4-5]. The satellite can around the earth 

three times to complete the data transmission. In Fig.2, the float descends and drifts for 10 days in around 

1000 meters under the water. Then, it dives to around 2000 meters and, then, starts to emerge to the sur-

face. In the beginning of 2014, 80% of floats profile to depths greater than 1500 meters. Be-sides, 12% 

profile to between 1000 meters and 1500 meters. As it moves upward, it measures the temperature and 

sea surface salinity. 

 

Fig. 2. The three subsystems architecture 

It stays in the surface for about 6 to 12 hours and sends the collected data to the passing Aquarius sat-

ellite in the sky [6]. In Fig.3, while the Argo array is currently complete at 3918 floats, to be maintained 

at that level, national commitments need to provide about 800 floats per year.  
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Fig. 3. Positions of the floats  

For sea surface salinity application of the Argo float sensors network, the time of each sensor node is 

critical information to accurately rebuild the event and carry out meaningful analysis. Hence, precise 

synchronization is an important function in the Argo float sensors network in sea surface salinity applica-

tion. However, it is not an easy job to maintain time synchronization among these distributed Argo float 

sensors. In the recent years, time synchronization remains an active research area in the field of the wire-

less sensor network [7-11]. In the literature, we observe that additional hardware is required in each sen-

sor node to reach time synchronization in some proposed schemes [12-13]. Evidently, this type of ap-

proach will increase the cost of the sensor. In addition to the hardware cost, there are numerous perform-

ance factors that should be considered when we design a synchronization scheme for the wireless sensor 

network. We will discuss some of these important factors in the following. 

1. Scalability: In a sensor network, there are hundreds of thousands of sensor nodes. We must con-

sider a meth-od of time synchronization that can scale well in huge volume and high density environ-

ments. Or, we might deploy some new nodes to expand our sensing fields after initial deployment in 

some situations. The new sensor nodes should follow the design synchronization scheme quickly and 

easily. Specifically, we refer to the factors including the number of message exchanges, the intensity of 

computation, and the synchronization convergence time associated with the task. These are costs and 

should not increase drastically as the size of the network grows. Otherwise, the cost will be high enough 

to prevent the deployment of such task.   

2. Robustness: A sensor network is usually deployed in unattended areas, e.g., high mountains, a dan-

gerously steep valley, and volcanoes.  The user wishes to observe some special data for a long time.  But, 

due to the restriction imposed in the environment, a few sensor nodes may not communicate well. Or, 

some nodes can be damaged during the deployment. These problems should not compromise the func-

tions of the network.  So, we should find a way to compensate for the dead nodes and those in isolated 

locations and keep the whole network operate normally.  

3. Precision: In some applications such as earthquake simulation, the sensor nodes need to be pre-

cisely synchronized with one another. When an earthquake happens, the sensor nodes report the related 

information in every different area to the user, such as the epicenter, earthquake intensity, and the caused 

damage etc. If the sensor nodes are not synchronized, the collected data may be not useful. This is be-

cause the reported events from the sensors can not be accurately sorted according to the inconsistent 

clocks.  As a result, it will be difficult to make a faithful recurrence of the earthquake in the simulation. 

4. Efficiency: Power consumption is one of the most important considerations for any protocol design 

in the wireless sensor network. In the sensor network, the message delivery and reception need to con-

sume power. So, we wish to minimize the number of message exchanges in time synchronization. On the 

other hand, it will conserve power if the nodes are activated only when necessary. They can remain idle 

otherwise. In this paper, the proposed self-coupled scheme allows the sensor nodes to be turned on and 

off for the sake of power saving while maintaining a satisfactory level of synchrony.   

5. Period: In the sensor network, we synchronize all nodes at once. However, the clocks of the nodes 

may still proceed at different speed. As time passes, these discrepancies will lead to unacceptable asyn-

chrony.  Without proper handling, any pair of nodes will be far apart in their respective times. Since we 
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need periodical effort in synchronizing all sensor nodes, the cost of the scheme incurs constantly and can 

not be regarded as one-time expense.   

In this paper, we propose a self-coupled method that can achieve synchronization while exhibiting 

good cost characteristics.  Later we will show in the simulation that it outperforms the existing hierarchi-

cal schemes with respect to the said performance metrics in the Aquarius/SAC-D project. 

The remainder of this paper is structured as follows. In Section 2, we describe a routing protocol that 

provides inspiration to our protocol design. In addition, several existing synchronization protocols spe-

cifically designed for the wireless sensor network will be discussed in this Section. In Section 3, we will 

introduce the proposed synchronization scheme, the self-coupled time synchronization, in greater detail. 

An enhancement to save the message complexity and power is also suggested in the Section. In Section 4, 

we explain the simulation model and demonstrate the simulation results. Finally, we conclude this paper 

and point out possible future works in Section 5.  

2 Related works 

Sergio Barbarossa proposed a protocol with information propagation based on mutual coupling of dy-

namic systems. The information spreads as the result of the couplings among adjacent nodes. One exam-

ple is that the coupled nodes mutually act to adapt their clocks. In the protocol, time synchronization can 

be reached by each node using the mathematical Equation (1): 
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θ  is the time of the ith sensor. 
ij

a ’s are real variables that describe the level of coupling be-

tween sensors i and j. They are all positive values indicating that sensor i makes an adjustment to reduce 

the time difference to sensor  j. Depending on the application, these values can be determined according 

to strength of pulses or distance. The larger the value is, the stronger the coupling becomes. K  is a con-

trol loop gain that is used to judge the synchronization convergence time. A small K may result in a pro-

longed synchronization convergence time while a large K can cause violent oscillation preventing syn-

chronization. 
i
c  is a coefficient that individually quantifies how the ith sensor adapts its clock to external 

impacts. 
i

ω  is the original clock speed of the ith sensor. By its self, sensor i will continue ticking at 
i

ω . 

The function, ( )⋅F , should be an monotonically increasing nonlinear odd function. The definition of odd 

functions indicates that f(-x) = -f(x). Two possible choices for F(x) are Equation (2) or (3) as suggested in 

[14-16]. The reason for using a monotonically increasing function is the following. Adequate adjustment 

should be made to the sensor node i based on the difference between its clock and its neighbors’. As the 

difference grows, the corresponding adjustment should not decline. Hence, only monotonically increas-

ing functions will be suitable in this application. And, the nonlinear property is instrumental to restrain 

the adjustment with rather severe clock discrepancies. It is known that aggressive adjustment may lead to 

violent oscillations and, eventually, divergence. 
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The pros and cons of this protocol are discussed in the following. In this coupled dynamic system, 

synchronization can be achieved efficiently. By the aforementioned local timing exchanges, a sensor can 

adjust its clock according. With every node following the protocol, it is shown that global synchroniza-

tion can be reached rather quickly. This method does not require a timing distribution tree. Neither is it 

subject to the single point of failure in the timing reference node. However, it is unclear if it suffers from 

long synchronization convergent time and excessive message exchanges. If so, then this approach is not 

justified in the wireless sensor network. Next, we will review some of the synchronization schemes based 
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on hierarchical architecture. In general, these schemes form a synchronization tree within the network 

and use it as the platform to distribute reference clock. In the time synchronization research area, there 

are many variations based on a hierarchical structure [17-22]. They share common characteristics in 

building a tree-like structure. In the structure, nodes are divided into layers of various depths. The func-

tions of a node may vary according to its location in the tree-like structure. Time synchronization is car-

ried out one layer at a time from the root down to the leaves. In the following, we will introduce two such 

protocols and discuss their strength and weakness.  

Mamun-Or-Rashid, Hong and In [23] proposed a protocol called passive cluster based clock synchro-

nization in sensor networks. The protocol first creates clusters by the passive clustering method. The 

passive clustering method is carried out on demand and the formation of clusters is dynamic. The cluster-

ing is initiated when the first data message is sent. In the passive clustering method, nodes can have four 

states: (1) Initial, (2) Cluster head, (3) Gateway, and (4) Ordinary. First, a timing distribution platform is 

built based on the passive clustering method. This platform can be persistent and used for periodic syn-

chronization. Or, it is possible to construct it dynamically when there is a need for synchronization. In 

this method, the nodes receiving a request of time synchronization from any node become the initial 

nodes marked in Fig.4a. Then, the initial nodes follow the rule of first declaration to compete for being 

cluster heads in Fig.4b. An initial node can announce itself as a cluster head without further checking 

with the neighbor nodes in Fig.4c. Upon receiving such an announcement, the neighbor nodes will give 

up the competition of being cluster heads. If a node receives packets from two cluster heads, then it be-

comes a gateway. Besides the cluster heads and gateways, the remaining nodes are called ordinary nodes 

in this platform. 

 

Fig. 4. Initialization in passive clustering method 

Once the platform is created in Fig.5, the synchronization is performed following the asynchronous 

averaging algorithm. The cluster heads collect the clock information from its respective neighborhoods. 

Within each cluster, the information is averaged by the cluster head and sent back to the neighbor nodes. 

The nodes in the cluster use this information to adjust their local time. The inter-cluster synchronization 

is achieved though the gateways bridging the clusters. 

Since a gateway is under the influence of the associated clusters, the averaged time information of one 

of its cluster will be used in the averaging process in another cluster.  It is not clear how the cluster ori-

ented distribution platform performs. It seems to reduce the message overhead and make the synchronous 

process energy efficient. However, it is not free to build the clusters. If they are created on demand, a 

repeated cost will be involved in this procedure. 

On the other hand, the cluster heads and gateways will have higher workload than the ordinary nodes 

if the static structure is employed. Once the clusters are in place, it is unclear how long it will take for the 

network to synchronize. We suspect a longer convergence time when comparing with the flat topology 

where all nodes carry out the asynchronous averaging algorithm. The reason is that the distribution of 

time information among clusters mainly depends on the gateways in the cluster oriented approach. The 

benefit of relieving the ordinary nodes from more engaging computation seems mitigated by the longer 

convergence time. Hence, it is not conclusive to claim the cluster oriented approach has better perform-

ance.  
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Fig. 5. States of the structure 

Ganeriwal, Kumar and Srovastava [24] proposed a time synchronization protocol, which is called the 

timing-sync protocol for sensor networks (TPSN). It aims at providing network-wide time synchroniza-

tion in the sensor network. The TPSN works in two phases for time synchronization. In the initial phase 

called the level discovery phase (LDP), a hierarchical tree structure is established in the network. Fig.6 

shows the propagation of the level discovery phase. The second phase known as synchronization phase 

(SP) performs a pair-wise synchronization along the edges of the discovered tree. It establishes a global 

time throughout the network. Eventually, all nodes in the network synchronize their clocks to the refer-

ence node (known as the root node). The level discovery phase starts at the root node or the initiator 

(known as the sink). The root node is assigned as level number 0 and initiates this process by broadcast-

ing a level_discovery packet to its neighbor nodes. This packet contains the identity and the level number 

of its sender. When the neighbor nodes of the root node receive this packet, they will assign themselves a 

level number accordingly. The assigned level number is greater than the level contained in the packet 

they just received by one. This phase will continue until all nodes in this sensing field obtain their level 

numbers. 
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Fig. 6. LDP of TPSN 

Fig.7 shows the two-way message exchange between nodes A and B. T1 and T4 are the measured time 

epochs by the local clock of A. On the other hand, T2 and T3 are measured by the local clock of B. At the 

time T1, node A sends a synchronization_pulse packet to node B. This synchronization_pulse packet con-

tains two pieces of information, (i) the level number of A and (ii) the value of T1. At the time T2, node B 

receives the packet and records the receiving time locally. T2, of the clock of node B, is equal to T1 + Δ + 

d, where Δ and d represent the clock drift time between the pair of nodes and the propagation delay, re-

spectively. It should be noted that Δ may not be time invariant. However, it is considered constant for the 

short period of the two-way exchange process. At the time T3, node B finishes processing synchroniza-

tion_pulse packet and sends back an acknowledgement packet to node A. This acknowledgement packet 
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contains the level number of B and the values of T1, T2 and T3. At the time T4, node A receives the packet. 

Similarly, T4, of the clock of node A, is equal to T3 - Δ + d. Finally, these parameters are used by node A 

to calculate the Δ and d in the following equations. 
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Fig. 7. Two-way Message Exchange Method 

When the Δ and d are calculated by Equation (4) and Equation (5) accordingly, the node A can correct 

its clock so that it synchronizes to node B. After the LDP, the synchronization phase will begin at the root 

node. Base on the established tree structure, the synchronization phase (SP) starts its process at the root 

node. It broadcasts a synchronization_pulse packet to its neighbor nodes. Each neighbor node will use the 

two-way message exchange method to synchronize with the root node. After synchronizing with the root 

node, its neighbor nodes will continue to broadcast their synchronization_pulse packets to synchronize 

with their respective neighbor nodes. Eventually all nodes in the sensing field are synchronized to the 

root node. The pros and cons of this protocol are discussed in the following. The protocol can reach time 

synchronization by the two-way message exchange method. And, there is no complicated step to create 

the tree-like structure. But, it still divides into two steps to complete time synchronization. In a stretched 

network, the protocol will need to spend much time to create the tree-like structure because it will have a 

greater number of levels. As a result, the synchronization convergence time increases linearly as the 

number of levels grows since synchronization is achieved one level at a time. In summary, this type of 

protocols suffers from the tree construction cost and poor scalability in convergence time.  
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3 Self-coupled time synchronization for argo float sensors network 

In this Section, we give an in-depth introduce to the self-coupled synchronization method. The system 

model, simulation flowchart, system characteristics, performance metrics and an enhancement will be 

covered in the following discussion. 

3.1 System model  

In the wireless Argo float sensors network, a node I has its local time ( )
i
tθ  where t is the virtual global 

time in the network. The virtual global time is the standard clock in the network. In our model, we as-

sume the identical communication range and two nodes within the communication range of each other 

are neighbors. The local time of each node is periodically exchanged with its neighbors. When receiving 

the clock information from the neighbors, the sensor node uses Equation (6): 
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to compute its clock rate, 
.

( )tθ . 
.

( )tθ  is set to 1.0 initially. 

It should be noted that in Equation (1). 
i

ω  denotes the clock rate of node i. All 
i

ω ’s are nominally the 

same for their respective nodes. The main difference of Equation (1) and (6) is that the former intends to 

synchronize the time while the latter aims to synchronize both the time and the rate. The other parameters 

in Equation (6) are described in Section 3.2. They are listed in the following for convenient reference. 

‧K : the control loop gain.  

‧

ij
a : the weight for the coupling between the two nodes i and j. In the simulation, if the node j is in 

the coverage radius of node i, then 1
ij
a = . Otherwise, 0

ij
a = .  

‧ci : the sensitivity parameter. For the sake of simplicity, it is set to 1 for all nodes. 

‧F(x): the adjustment function. We let ( ) sin(2 )
x

F x
T

π= . T is the cycle period. 

The clock time is computed and adjusted every Δt period with the following Equation (7): 

 )()()( ttttt
iii
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Based on the system model, the simulation model is produced. Fig.8 illustrates the simulation flow-

chart for the self-coupled scheme. We used the normalized method in [25]. We will next introduce the 

function of each phase in the flowchart. In the initialization phase, the related topological parameters are 

determined which include the number of sensor nodes, deployment area, communication range of the 

nodes, and so on. Next, we have to decide how to deploy all sensor nodes. In sea surface salinity applica-

tion of the Argo float sensors networks, sensor nodes are randomly deployed in the area of interest. 

 

Fig. 8. Simulation Flowchart 



Journal of Computers Vol. 27, No. 3, 2016 

185 

In other cases, they are deployed following a planned pattern. For instance, they can be placed in a 

chessboard like crossbar switches or in hexagonal cells like mobile networks [26-27]. So, we consider 

both random and planned deployment methods in our simulation. According the flowchart, we then ran-

domly assign a clock rate to each sensor node which defines the speed of clock ticking. The initial time 

of node i is also randomly assigned within a small range. Another important system parameter is the de-

gree. It represents the number of neighbors of a sensor node. It should be noted that this parameter is in 

statistical sense in the random deployment method. That is, it denotes the average degree of each node. 

As we will show later, this degree parameter turns out to be a significant system characteristic in the self-

coupled synchronization scheme. In the synchronization phase, it is important step to adjust the clock rate 

and the time difference of the sensor node. In the data collection phase, we record the performance met-

rics of interest. These metrics will be covered in the next section. 

3.2 System characteristics and performance metrics  

In this section, we will discuss the related system parameters and their impacts on the synchronization 

performance. We will introduce these parameters and metrics including node configuration, virtual cluster, 

and synchronization time in the next few subsections. The node configuration is discussed in Subsection 

3.2.1. It is an input in our simulation. It is important to understand if the distribution of sensor nodes will 

cause any difference in performance while other factors remain the same. Subsection 3.2.2 covers the 

concept of virtual cluster, which represents a synchronous region. Nodes in different virtual clusters are 

most likely asynchronous in time. We use the adjacency matrix to represent the network topology [28]. 

Subsection 3.2.3 discusses synchronization time of the self-coupled method. Synchronization time is the 

period of time needed for the Argo float sensors network to reach synchronization. Of course, a shorter 

synchronization time is in favor. The number of virtual clusters and synchronization time are indeed the 

outputs in the simulation while the node configuration plays the input role. 

3.2.1 Node configuration  

In our simulation, we consider two deployment methods as explained previously. In general, there are 

practical applications that can employ the random or planned deployment methods. We would like to 

study if the deployment methods will cause performance discrepancy in the self-coupled synchronization 

scheme. Figure 9 shows an example of the random deployment method. In this example, there are 50 

nodes scattered between +0.3~-0.3 in the x axis and +0.3~-0.3 in the y axis. The communication range is 

set to 0.1. In the Argo float sensors network, each node has its own communication range. When a node 

is in the communication range of the initiator, it is called a single hop node. Or, equivalently, it is one 

layer from the initiator. In the tree-like structure, the number of layers is one of the important characteris-

tics of the Argo float sensors network. In the case of Fig.9, it is estimated that there are about 8 hops be-

tween the two farthest nodes in the worst case because the distance of the diagonal of the region is 

48.826 =  and the communication range is 0.1. The larger the number of the layers is, the longer the 

synchronization time required by the hierarchical synchronization procedures is.  
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Fig. 9. Random deployment 
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We would like to explore if such a relation exists for the self-coupled approach. The result of this ex-

ploration can help us to further understand the scalability of this approach. In addition to the layers in the 

network, it is our belief that the degree value also plays an important role in the synchronization proce-

dure. The self-coupled method relies on the feedback of the neighbors to adjust its local clock. In the 

random deployment method, it is difficult to have precise control over this value. In general, the node 

density is tuned to achieve different average degrees. Next, we show an example of the planned deploy-

ment in Fig.10. We set the communication range to 0.1 for all sensor nodes. So, the maximum degree of 

Fig. 10 is equal to 4. Other similar patterns with various degrees may be carefully created to study the 

impact of degrees to the synchronization schemes. Fig.11 and Fig.12 depict the patterns with the maxi-

mum fixed degrees of 8 and 10. The networks generated by the two deployment methods are used for the 

study on the effect to the protocol performance. 

0

0.05

0.1

0.15

0.2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

 

Fig. 10. Planned deployment (Degree = 4) 
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Fig. 11. Planned deployment (Max Degree = 8) 
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Fig. 12. Planned deployment (Max Degree = 10) 

3.2.2 Virtual cluster  

A virtual cluster is a group of nodes. There exists a viable connection route between any pair of nodes 

in the group. Because every node has a limited communication range, not all nodes can communicate 

with each other in a random deployment. If there are two such groups, we say there are two virtual clus-

ters in the network. It should be noted that there is a single virtual cluster in the planned deployment. On 

the other hand, once a random deployment is produced, the virtual clusters can be identified by the adja-

cency matrix (Fig.13). In our simulation, we compute the distance between two nodes and decide if they 

are neighbors in the planned deployment. If they are neighbors, then the corresponding entries in the 
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adjacency matrix will be set to 1. Otherwise, the entries will be set to 0. In the meantime, aij is set to the 

same value as its corresponding entry in the adjacency matrix. In other words, the time difference be-

tween one node and any other node in the network will have the same impact to the local clock adjust-

ment. In the simulation, the number of clusters in the topology can be calculated using the adjacency 

matrix.  
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Fig. 13. Adjacency matrix 

For example, there are two clusters and an isolated node in Fig.13. The two clusters include nodes 0, 1, 

5, 7, 8, 9 and nodes 3, 4, 6, respectively. The virtual cluster is very important in achieving synchroniza-

tion. Different clusters are considered in different synchronization region and will in general be asyn-

chronous. Despite of the vast research efforts on term weighting schemes, further study is still needed to 

reveal whether inverse category frequency can be beneficial to term weighting schemes and how to real-

ize it. Our study in this paper just tries to make some contributions to this problem. 

For example, there are two clusters and an isolated node in Fig.13. The two clusters include nodes 0, 1, 

5, 7, 8, 9 and nodes 3, 4, 6, respectively. The virtual cluster is very important in achieving synchroniza-

tion. Different clusters are considered in different synchronization region and will in general be asyn-

chronous. Despite of the vast research efforts on term weighting schemes, further study is still needed to 

reveal whether inverse category frequency can be beneficial to term weighting schemes and how to real-

ize it. Our study in this paper just tries to make some contributions to this problem. 

3.2.3 Synchronization time  

In the simulation, we first randomly assign clock rates to all nodes between 0.3 and 1.3. Then, the initial 

time is randomly set to 0, 1, or 2. Fig.14 and Fig.16 show the local clock rate of each node in the y axis 

and the number of iteration in the x axis. Fig.15 and Fig.16 show the local times move along and become 

synchronous as the simulation moves on. In the simulation, one iteration means the amount of time re-

quired for the one local exchange among all the neighbors. Each iteration is of the same length. Specifi-

cally, we set the iteration time, Δt, to 0.01 time unit. Fig.14 is one case that all nodes synchronized before 

200 calculated iteration. Fig.15 presents that the local clocks become stable after around 200 iterations. 

Then, it turns into almost a straight line. Fig.16 shows the case where all nodes cannot synchronize to-

gether because there are multiple virtual clusters. These clusters synchronize within themselves inde-

pendently. Hence, there are several bundles of lines in Fig.17. Each bundle represents that the local 

clocks in a virtual cluster synchronize together. 
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Fig. 14. Synchronize clock rate diagram 

 
Fig. 15. Virtual global time diagram 

 

Fig. 16. Nonsynchronize clock rate diagram 
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Fig. 17. Virtual global time diagram 

3.3 Impacts of degree and random participation  

In our simulation, we wish to identify the most significant factor affecting the system performance in the 

self-coupled synchronization protocol. Node degree in the fixed areas, the communication range of each 

node, the diameter of the topology, node’s virtual cluster and the suitable calculation iteration are impor-

tant in the protocol. The node degree is related to the number of sensor nodes in the fixed area and the 

communication rage of each node. The diameter of the topology is the farthest distance between any two 

nodes in the Argo float sensors network. We use the hop to be a unit of the distance. One hop is the max-

imum range that the sensor nodes can communicate with each other. The virtual cluster is the number of 

groups that the topology organized. Each cluster ideally synchronized in the same time field. The calcula-

tion iteration is the synchronized times when the nodes’ time converged in the fixed range. And, we con-

sider the regular deployment of the sensor nodes. In our simulation, we design the degree 2, 4, 8, 10. The 

degree is the maximum number of the neighbor nodes. There are some edge nodes that they have few 

neighbor nodes.  Random participation is an enhancement to cope with the limited energy in the sensor 

nodes. In this enhancement, only a part of the nodes are randomly selected to actively join the protocol in 

a synchronization cycle. That is, they will perform the self-coupled procedure as we describe previously. 

The rest of the nodes modify their clocks by passively listen to these active nodes. They merely apply 

Equation (6) to modify their clocks without contributing their clock information in the process. A differ-

ent set of active nodes will be chosen in the beginning of each synchronization cycle. In summary, this 

method can save the transmission energy in four fifths of the nodes in a synchronization cycle. Statisti-

cally, the load of synchronization is evenly distribution among the nodes. 

4 Performance evaluations and analysis 

In this Section, we show the data of our simulation. The Visual C++ program is created to simulate our 

protocol. Different deployment patterns are considered in the simulation. 

4.1 Simulation environment and parameters  

Specifically, two categories of deployment are considered in the simulation. We want to know whether 

the node density is one important factor in the protocol. So, we consider that the degree increase in the 

planned deployment. We also design the different sensing range and the number of nodes in the fixed 

sensing field ± 0.3 X ± 0.3. In addition, we simulate the topology becomes double in the sensing field ± 

0.6 X ± 0.6. And, we proved that self-coupled method is suitable for high density and great topology in 

Argo float sensors networks. In the randomly deployment, we also evaluate the degree and clusters rela-

tionship. We also find a function that can capture the relationship between the degree and clusters. Then, 

we simulate the random participation that it randomly selects only one fifth sensor nodes to operate the 

self-coupled scheme. The other nodes only can be influenced by the one fifth nodes in their sensing 

ranges. Finally, we simulate the error of the self-coupled method. The error is between the average clock 
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of all nodes and the modulated local clock of each node. 

4.2 Static traffic scenarios 

In this Sub-section, we explore the performance of the planned deployment. In the first simulation, there 

are 10 nodes lined up linearly. That is, each node has the degree of two. Except for the boundary nodes, 

all nodes have two neighbors. We ignore the boundary nodes in the simulation. The first and the last 

nodes are boundary nodes. Therefore, we consider 8 nodes in this simulation. Fig.18 represents the simu-

lation result. Although the degree is merely two in this network, its planned topology still results in one 

virtual cluster. It doesn’t have any isolated sensor nodes. And, we define that the synchronization is 

achieved if the difference between the clock rates of every pair of nodes is less than 5% of each clock 

rate of this pair of nodes. 
 

 

Fig. 18. Degree = 2  Time Synchronization 

This is a reasonable benchmark as observed in the literature [15]. According to this definition, all sen-

sor nodes can synchronize in 1500 calculation iteration. Fig.19 represents the simulation result that the 

degree is merely four. All sensor nodes are synchronized in 1000 iterations. Although its number of itera-

tion is still high, its synchronization time is faster than that in the previous case where the network has 

the degree of two. 

 

Fig. 19. Degree = 4  time synchronization 

Fig.20 represents the simulation result that the Maximum degree is eight. Fig.21 represents the simula-

tion result that the Maximum degree is ten. Degree 8 and 10 conform our hope that all nodes can syn-

chronize in 1000 iteration. 
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Fig. 20. Max degree = 8  time synchronization 

 

Fig. 21. Max degree = 10  time synchronization 

4.3 The analysis of random deployment  

Sensor nodes are often deployed in areas that are dangerous or hard to get access to. In this subsection, 

we study the performance in the cases of random deployment. We want to confer with the influencing 

aspects in the protocol. But, the method in randomly deployed sensor nodes has some factors to influence 

the node density. It includes sensor node’s sensing range, the number of sensor nodes in the topology, 

and the larger topology. The cluster does not include the isolated sensor nodes. If degree equal to zero, 

we consider it is an isolated sensor node. And, we give a synchronized definition that the difference of all 

nodes’ clock rate is below 5% through after 1000 calculation iteration. We calculate the difference of all 

nodes’ clocks per 100 calculation iteration. If it is below 0.1%, we represent the new calculation iteration 

that means all nodes synchronized early.  Table represents the difference sensing range simulations. Ta-

ble 1 shows the ten samples in 0.05 sensing range. Table 2 and Table 3 are in 0.1 and 0.2 sensing ranges. 

Table proved the self-coupled method in randomly deployment is suitable for high density Argo float 

sensors networks. In Table 1 and Table 2, there are some isolated sensor nodes. And, most of them can-

not only generate one cluster. It is the most important factor that all nodes cannot synchronize. They are 

self-synchronized. But, finally it is not converged. Table 3 shows early synchronized state in high density 

and one cluster case. We consider the hierarchical protocol performance becomes worse when the topol-

ogy becomes bigger. We set the sensing field double in ± 0.6 X ± 0.6 to simulate. We relatively increase 

density in the simulation. Table 4 shows the result. Although, there are more sensor nodes to be synchro-

nized, its performance is still in our hope. 
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Table 1. Sensing range = 0.05  

Influence 

Environment 
Average degree Max. degree Min. degree Cluster (d>=1) Synchronized 

1.36 3 0 16 No Nodes:  

50 1.28 5 0 14 No 

0.96 3 0 12 No Time range:  

0~2 1.44 4 0 15 No 

1.2 3 0 13 No Sensing range 

0.05 1.44 5 0 10 No 

0.96 3 0 14 No 

1.4 4 0 11 No 

1.32 3 0 14 No 

Sensing field: 

±0.3×±0.3 

1.6 0 0 11 No 

Table 2. Sensing range = 0.1 

Influence 

Environment 
Average degree Max. degree Min. degree Cluster (d>=1) Synchronized 

4.04 10 1 4 No Nodes:  

50 4.4 11 0 7 No 

4 10 1 8 No Time range:  

0~2 3.48 7 0 4 No 

4.24 8 0 4 No Sensing range 

0.1 3.84 7 1 4 No 

5 11 0 4 No 

4.16 8 0 2 No 

3.36 8 0 1 No 

Sensing field: 

±0.3×±0.3 

3.68 7 0 3 No 

Table 3. Sensing range = 0.2 

Influence 

 

Environment 

Average 

degree 

Max. 

degree 

Min. 

degree 

Cluster 

(d>=1) 
Synchronized

Converged 

clock 

speed 

Calculation  

iteration 

(K=1000) 

13 21 4 1 Yes 1.220 400 Nodes:  

50 14.16 23 6 1 Yes 1.160 300 

13.16 18 6 1 Yes 0.840 400 Time range:  

0~2 14.04 22 6 1 Yes 0.980 200 

12.96 21 5 1 Yes 0.920 300 Sensing range 

0.2 13.08 18 4 1 Yes 0.840 200 

13.96 20 5 1 Yes 1.040 200 

13.96 23 6 1 Yes 1.000 200 

12.76 21 3 1 Yes 0.880 300 

Sensing field: 

±0.3×±0.3 

14.36 24 4 1 Yes 1.020 400 

Table 4. Diameter 

Influence 

 

Environment 

Average 

degree 

Max. 

degree 

Min. 

degree 

Cluster 

(d>=1) 
Synchronized

Converged 

clock 

speed 

Calculation  

iteration 

(K=1000) 

17.96 32 4 1 Yes 1.081~1.088 1000 Nodes:  

200 17.66 31 3 1 Yes 0.940 600 

18.71 36 7 1 Yes 1.050 600 Time range:  

0~2 17.62 31 4 1 Yes 0.965 500 

18.3 32 5 1 Yes 0.987~0.994 1000 Sensing range 

0.2 17.17 29 4 1 Yes 1.083~1.088 1000 

18.08 33 4 1 Yes 0.963~0.982 1000 

16.14 28 4 1 Yes 0.994~0.996 1000 

18.05 34 4 1 Yes 0.948~0.961 1000 

Sensing field: 

±0.6×±0.6 

18.32 35 4 1 Yes 0.935 500 
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In Table 5 to 7, we try to increase the number of sensor nodes in the fixed sensing range 0.1. Table 5, 

Table 6 and Table 7 individually represent the number of sensor nodes 100, 150 and 200. In these cases, 

there are no isolated sensor nodes. In Table 5, there is three cases that the topology only generates one 

cluster.  But, the difference of all nodes’ clock rate is not below 5%. We consider that they are not 

synchronized. It maybe synchronizes in more calculation iteration. Table 6 represents that all nodes 

synchronized in 1000 calculation iteration. Table 7 represents that its performance is better than Table 6. 

Table 5. Number of sensor nodes = 100 

Influence 

Environment 
Average degree Max. degree Min. degree Cluster (d>=1) Synchronized 

8.44 14 2 2 No Nodes:  

100 9.4 20 3 1 No 

8.2 17 2 2 No Time range:  

0~2 8.62 16 1 3 No 

7.92 15 2 1 No Sensing range 

0.1 9.52 21 2 2 No 

8.46 18 2 3 No 

8.72 19 2 3 No 

8.32 14 1 2 No 

Sensing field: 

±0.3×±0.3 

7.54 13 2 1 No 

Table 6. Number of sensor nodes = 150 

Influence 

 

Environment 

Average 

degree 

Max. 

degree 

Min. 

degree 

Cluster 

(d>=1) 
Synchronized

Converged 

clock 

speed 

Calculation  

iteration 

(K=1000) 

14.17 24 2 1 Yes 0.94~0.98 1000 Nodes:  

150 13.52 26 2 1 Yes 0.85~0.87 1000 

14 26 3 1 Yes 1.07~1.10 1000 Time range:  

0~2 13.41 23 6 1 Yes 1.12~1.13 1000 

13.04 29 2 1 Yes 0.91~0.93 1000 Sensing range 

0.1 13.27 24 5 1 Yes 1.16~1.20 1000 

12.39 22 5 1 Yes 1.01~1.06 1000 

13.89 26 4 1 Yes 0.89~0.90 1000 

12.87 22 6 1 Yes 1.04~1.06 1000 

Sensing field: 

±0.3×±0.3 

12.53 21 3 1 Yes 1.08~1.09 1000 

Table 7. Number of sensor nodes = 200 

Influence 

 

Environment 

Average 

degree 

Max. 

degree 

Min. 

degree 

Cluster 

(d>=1) 
Synchronized

Converged 

clock 

speed 

Calculation  

iteration 

(K=1000) 

19.58 36 4 1 Yes 1.043~1.049 800 Nodes:  

200 17.58 29 5 1 Yes 0.90~0.91 1000 

16.64 30 4 1 Yes 1.044~1.045 600 Time range:  

0~2 17.31 31 7 1 Yes 0.97~0.98 1000 

17.07 29 5 1 Yes 1.014~1.017 600 Sensing range 

0.1 17.06 28 6 1 Yes 0.938~0.942 600 

17.41 34 3 1 Yes 1.116~1.124 700 

17.54 33 6 1 Yes 1.042~1.047 800 

18.81 34 5 1 Yes 1.066~1.073 600 

Sensing field: 

±0.3×±0.3 

18.13 31 5 1 Yes 1.057~1.061 800 

 

We will consider the relation of average degree and the number of clusters. We used the simulated 

samples to describe Fig.22. Each blue dot is one sample in the relation of degree and clusters. The orange 

line is the trend that all blue dots generate. The trend is used the power function to simulate. And, it can 

capture the relationship through the orange line. 

 

1.02( ) 15.675935 *G x x
−

=             (8) 
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In the self-coupled method, we hope that the topology only has one cluster. In these situations, it must 

synchronize after the calculation iteration. So, we discuss the suitable average degree by Equation (8). 

We set the cluster equal to one and the average degree is 14.85243. The best average degree is approxi-

mate 15 that all sensor nodes generate only one cluster. 
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Fig. 22. Degree & cluster trend 

4.4 The analysis of random participation 

We consider if the self-coupled method reach time synchronization in some few nodes operating. We 

randomly selected one fifth nodes to operate the self-coupled meth-od. The one fifth nodes reference 

their neighbors to reach time synchronization and other nodes only reference the one fifth nodes in the 

sensing range. And, we discuss if it can reach time synchronization. 

Table 8 to 10 represents the one fifth nodes randomly participated in one hundred sensor nodes in the 

protocol. Table 8, Table 9 and Table 10 are individually in the sensing range 0.1, 0.2 and 0.3. In Table 8, 

it is not synchronized because the node density is lower and the reference nodes are only twenty. Table 9 

and Table 10 are the synchronized cases. 

Table 8. Random participation (Sensing range = 0.1 in 100 nodes) 

Influence 

Environment 
Average degree Max. degree Min. degree Synchronized 

8.94 16 3 No 

8.42 18 2 No 

Nodes:  

100 

Time range:  

0~2 

Sensing range 

0.1 

Sensing field: 

±0.3×±0.3 
8.42 15 2 No 

Table 9. Random participation (Sensing range = 0.2 in 100 nodes) 

Influence 

 

Environment 

Average 

degree 

Max. 

degree 

Min. 

degree 
Synchronized 

Converged 

clock 

speed 

Calculation 

iteration 

(K=1000) 

27.82 44 12 Yes 1.000 600 

28.02 43 14 Yes 1.199 700 

Nodes:  

100 

Time range:  

0~2 

Sensing range 

0.2 

Sensing field: 

±0.3×±0.3 
27.5 39 11 Yes 0.950 500 
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Table 10. Random participation (Sensing range = 0.3 in 100 nodes) 

Influence 

 

Environment 

Average 

degree 

Max. 

degree 

Min. 

degree 
Synchronized 

Converged 

clock 

speed 

Calculation 

iteration 

(K=1000) 

47.4 78 20 Yes 1.100 400 

46.02 77 22 Yes 1.100 400 

Nodes:  

100 

Time range:  

0~2 

Sensing range 

0.3 

Sensing field: 

±0.3×±0.3 
47.4 76 18 Yes 1.250 200 

 

Table 11 to Table 13 represents the one fifth nodes randomly participated in two hundred sensor nodes 

in the protocol. Table 11, Table 12 and Table 13 are individually in the sensing range 0.1, 0.2 and 0.3. 

Table 11 is still not synchronized. Table 12 and Table 13 converged earlier than Table 9 and Table 10. In 

the approach, we consider that the reference nodes are fewer and the converged rate is earlier. Because 

the different noise is fewer, all calculation iteration is fewer. And, it can decrease the message complexity. 

Table 11. Random participation (Sensing range = 0.1 in 200 nodes) 

Influence 

Environment 
Average degree Max. degree Min. degree Synchronized 

18.55 30 3 No 

18.07 31 4 No 

Nodes:  

200 

Time range:  

0~2 

Sensing range 

0.1 

Sensing field: 

±0.3×±0.3 
17.63 35 2 No 

Table 12. Random participation (Sensing range = 0.2 in 200 nodes) 

Influence 

 

Environment 

Average 

degree 

Max. 

degree 

Min. 

degree 
Synchronized 

Converged 

clock 

speed 

Calculation 

iteration 

(K=1000) 

55.81 80 19 Yes 0.875 300 

57.71 89 24 Yes 0.950 200 

Nodes:  

200 

Time range:  

0~2 

Sensing range 

0.2 

Sensing field: 

±0.3×±0.3 
54.46 84 22 Yes 0.825 300 

Table 13. Random participation (Sensing range = 0.3 in 200 nodes) 

Influence 

 

Environment 

Average 

degree 

Max. 

degree 

Min. 

degree 
Synchronized 

Converged 

clock 

speed 

Calculation 

iteration 

(K=1000) 

97.77 164 48 Yes 1.350 100 

98.63 164 40 Yes 0.975 100 

Nodes:  

200 

Time range:  

0~2 

Sensing range 

0.3 

Sensing field: 

±0.3×±0.3 
98.67 171 41 Yes 1.000 100 
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4.5 The error of self-coupled simulation 

It usually considers the synchronization error in the time synchronization in different protocols. The error 

is the difference between the average time of all sensor nodes and the adjustment local clock of each 

sensor node. 

Fig.23 is one case that all nodes are synchronized. C(0) means all nodes pass through 0 calculation it-

eration. It only has three values in C(0). Because we normalized all time clocks in 0, 1 and 2, its differ-

ence has three values in C(0). We simulated C(0) to C(500) and show the adjustment simulations per 100 

calculation iteration. Each dot represents the error of each sensor node. All sensor nodes’ error gradually 

decrease from C(0) to C(500). Although there are few nodes that the error is not approached to zero, they 

must decrease the error by the calculation iteration. Fig.24 is one case that all nodes are not synchronized. 

There are only some nodes that normally decrease the error. Other sensor nodes are not in the same clus-

ter. They synchronize themselves so finally the error of all nodes cannot decrease to zero. 
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Fig. 23. Synchronized error 

0

0.2

0.4

0.6

0.8

1

1.2

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49

The ith node

E
r
r
o
r

C(0)

C(100)

C(200)

C(300)

C(400)

C(500)

 

Fig. 24. Non-synchronized error 

5 Conclusions and future work 

There are many existing researches regarding the time synchronization in the Argo float sensors net-

work. In this paper, we introduce two types of approaches, the hierarchical approaches and the self-

coupled approaches. We focus our study in the performance of the self-coupled time synchronization 

protocol. Specifically, both the randomly and planned deployment methods with various degree values 

are considered. An enhancement based on random participation is also suggested to reduce the overhead. 

When compared with the hierarchical schemes, the self-coupled method eliminates the effort spent on 
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tree construction. It also exhibits better scalability. In our simulation, we obtain some interesting observa-

tions. A theoretic curve is line-fitted to predict the number of virtual clusters given the average degree. In 

the random deployment method, the average degree not smaller than 15 is a sufficient condition for syn-

chronization.  When this condition is not met, there is no guarantee that the network can be synchronized 

at all because there will be isolated nodes. We also verify that the synchronization process accelerates as 

the degree increases. We conclude that self-coupled method is good candidate for the synchronization 

problem in the Argo float sensors network. It is most suitable for the Argo float sensors network of high 

density and wide deployment region. 
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