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Abstract. In this paper, the joint noise reduction method and empirical mode decomposition 

(EMD) are proposed to solve the problem about fault feature extraction of state signals in con-

trol systems. In order to restrain impulse noises and Gauss white noises effectively, the im-

proved wavelet threshold noise reduction method combined with median filter is given. The 

method of endpoint extension, ensemble empirical mode decomposition (EEMD) and correla-

tion coefficient threshold comparison are proposed to overcome the endpoint effect, mode mix-

ing and pseudo components of EMD and to improve the accuracy and rapidity of fault feature 

extraction. Results of numerical simulation and quad-rotor semi-physical simulation platform 

test verify the effectiveness and feasibility of the method mentioned in this paper. 

Keywords: EMD, fault real-time detection, feature extraction, wavelet threshold noise reduction 

1 Introduction 

1.1 Research background 

Since the composition of modern control system, which often works under different environmental con-

ditions in high load for a long time, is more and more complex and it will cause kinds of faults inevitably. 

Especially in the aerospace, medical, large-scale machinery production and other fields, subtle faults may 

cause serious economic loss and personnel injury. So the running condition monitoring and fault detec-

tion of equipment are becoming an important research topic. The prerequisite of accurate condition moni-

toring and fault detection is to obtain feature information of the running state of control systems. The 

state signal of control systems is a typical non-stationary signal, and especially the fault signal occurred 

in fault control systems. At the same time, the difficulty of signal identification and fault feature extrac-

tion increases because of the anisotropy of transmission media and noise influence.  

1.2 Related works 

Empirical mode decomposition (EMD) proposed by Huang [1-2] is an analysis method that is suitable for 

nonlinear and non-stationary signal. The signal is decomposed into a series of different frequency com-

ponents of intrinsic mode function (IMF) through EMD, which makes the instantaneous frequency of the 

signal has practical significance, instead of sine/cosine function through Fourier transform. Compared 

with other signal processing methods, EMD is more intuitive, direct and adaptive. Zhu et al. [3] decom-

poses signals by ICA-EMD. Independent component analysis (ICA) is not affected by strong noise and 

interference but the mixing model and unmixing model of ICA are similar to the neural network and the 

inappropriate parameter selection may cause the divergence. Cui et al. [4] uses the EMD combined with 
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the correlation coefficient to extract signal features, which eliminates pseudo IMF components to a cer-

tain extent, but the end effect and mode mixing inherent in EMD are ignored so that it causes some error. 

In order to eliminate the end effect, Qiu et al. [5] uses the Volterra model to predict the endpoint data and 

to do the endpoint extension, but the prediction accuracy decreases with the passage of time. Yang et al. 

[6] eliminates the end effect by using the prediction method based on the maximum Lyapunov exponent. 

It is not easy to determine a linear region in the process of calculating the largest Lyapunov exponent, 

although this method is useful for the endpoint extension in nonlinear system. Yang et al. [7] solves the 

end effect via a new end extending algorithm in which a new computation parameter is applied to esti-

mate the similarity between two waveforms. However, the parameters designed are so arbitrary that the 

efficiency of this algorithm is restricted. The improvement of EMD at low sampling frequency is given in 

paper [8], where oil pipeline leakage faults achieve the expected results well. However, the sampling 

frequency of actual control system state signal is often very high, so this method cannot be applied to the 

feature extraction of state signals in control systems. The IMFs contained signal features are selected by 

EMD in paper [9-12], although this method is feasible for high signal-to-noise ratio, the accurate IMFs 

will not be able to be decomposed for the signal contained too many noises and interferences. Because 

the signal collected from control system often includes strong random noises, the noise reduction proc-

essing must be first on the sampling signal before extracting feature. 

Wavelet transform is a time-space frequency localization analysis [13-14]. The noise reduction method 

based on wavelet transform can indicate local information of signals in the time and frequency domain 

effectively and has the multi-resolution characteristic. Paper [15] studies the effect of signal noise reduc-

tion via wavelet transform which shows a great advantage of denoising especially restraining nonlinear 

random noises compared with the effect of signal noise reduction via Fourier transform. The main meth-

ods at present are modulus maximum value algorithm, spatial correlation algorithm and wavelet thresh-

old algorithm which is most widely used. New thresholds and new threshold functions are selected to 

improve the wavelet threshold algorithm [16-21], and noises of signals are restrained to varying degrees. 

However, the number of decomposition layers is selected by experience, and Gauss white noises are able 

to be restrained effectively while the influence of impulse noises is not to be considered at the same time. 

Besides, the end effects and the mode mixing are two main problems to restrict the development of 

EMD. The main reason of the end effect is the fitting error caused by the spline interpolations, which will 

cause the further error influences with the decomposition process, due to the initial signal endpoint is not 

the extreme point. The mode mixing is a phenomenon that one mode includes different other modes be-

cause the mode components are unable to effectively isolated from each other. 

Based on the above analysis, this paper proposes a fault feature extraction method of state signal in 

control systems through the joint noise reduction method and EMD decomposition. Firstly, the abnormal 

values of signal amplitude caused by impulse noises are removed by the median filter. Then the im-

proved wavelet threshold noise reduction is used to restrain Gauss white noises. In the improved wavelet 

threshold noise reduction, the selection of threshold and threshold function, processing of the wavelet 

coefficients near thresholds and determination of the number of decomposition layers are illustrated. 

Simultaneously, the signal after the noise reduction is decomposed by the improved EMD and the energy 

entropy indicated characteristics of the signal is established. The improved EMD not only eliminates the 

end effect and mode mixing effectively, but also removes some pseudo components by the correlation 

coefficient threshold comparison method to reduce some calculations and increase real time significantly. 

Finally, the feasibility and effectiveness of the method proposed in this paper are verified by the numeri-

cal simulation and the experiment of Qball-X4 quad-rotor helicopter semi-physical simulation platform. 

2 Joint Noise Reduction Method 

2.1 Preliminaries of control system 

A complete closed-loop control system mainly includes controllers, sensors, actuators and controlled 

objects. In the actual operation, the fault of any part of a system will be reflected in a state signal, so the 

state signal of a system must be collected to extract the fault feature information in order to monitor the 

health status of control system in real-time. 

Suppose the sampling discrete signal with noises as formula (1). 
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 ( ) ( ) ( ) ( ) ( ) ( ) ( )1,2,...,f k s k n k s k r k z k k N= + = + + =  (1) 

Among them, ( )f k is the signal with noises, ( )s k is the effective signal without noises, ( )n k is the 

noise, ( )r k is the Gauss white noise, ( )z k is the impulse noise and N is the length of sampling signal. 

2.2 The median filter noise reduction 

Take the signal with noises ( )( )1,2,...,f k k N= to median filter and the signal ( )f k� filtered out impulse 

noises ( )z k can be obtained. 

Let ( )( )1,2,...,f k k N= extract medians in accordance with the center k and length n . Then ( )f k�  is 

shown as formula (2). 
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 (2) 

2.3 The improved wavelet threshold noise reduction  

Take ( )f k� to do wavelet threshold noise reduction and filter out the Gauss white noise ( )r k and then 

obtain the estimated signal without noises ( )ŝ k . 

2.3.1 The determination of the number of the decomposition layers 

In the actual process, because of different signals and different signal-to-noise ratios, the optimal number 

of decomposition layers is inevitably different to achieve the best noise reduction [22]. This paper uses 

the following method to determine the number of decomposition layers. Firstly, take ( )f k� to do the 

No. j layer wavelet decomposition ( 1,2,...j = ), and to obtain the approximate coefficient of low fre-

quency ( )j
a k and the approximate coefficient of high frequency ( )j

d k . Secondly, calculate autocorrela-

tion coefficient
,j i

λ according to formula (3). 
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Among them, ( )j
d k is the approximate coefficient of high frequency,

j
d is the average 

of ( )j
d k and l generally takes

2
N⎡ ⎤
⎢ ⎥

. 

Finally, if ( )2 2 2 2

,1 ,2 ,
... ~j j j l lλ λ λ χ+ + + , to take the No. 1j + layer wavelet decomposition. Unless the 

approximate coefficient of high frequency ( )1
d k
Δ+

does not meet ( )2 2 2 2

1,1 1,2 1,
... ~

l
lλ λ λ χ

Δ+ Δ+ Δ+
+ + + , the 

number of decomposition layers isΔ and remaining all wavelet coefficients 
j

W . 

2.3.2 The choice of threshold and threshold function 

The appropriate choice of threshold and threshold function is the prerequisite in which removing noises 

of the signal to the greatest extent. 

In the process of the threshold determination, if the threshold is too small, then a lot of noises are still 
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remained; if the threshold is too large, the effective signal may be filtered as noises. This paper puts for-

ward the threshold taken into account the fact that the wavelet coefficients of noises decrease along with 

the increase of the scale. 

 

( )2ln N

j

σ
δ =  (4) 

Among them,σ is the standard deviation of noises and ( )1,2,...,j j = Δ is the decomposition scale. 

Not only the threshold considers the relation between the standard deviation of noises and the length of 

sampling signal, but also the effect of decomposition scales is added into this threshold, which improves 

noise reduction rate and keeps the effective signal. 

The continuity and accuracy of signal reconstruction are affected greatly by the choice of threshold 

function. In order to avoid additional oscillation caused by function discontinuity and eliminate a con-

stant deviation between the wavelet coefficient before and after processing by the threshold function, this 

paper presents an improved threshold function as formula (5). 
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 (5) 

Among them, 
j

W is the wavelet coefficient of ( )f k� ,δ is the threshold,
j

W
δ

is the wavelet coefficient 

after noise reduction. ( ) ( ) ( )0 , 0 1 , 0p p q qµ µ > ≤ ≤ ≥ are all adjustable parameters andϕ is a constant 

more than 1. 
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Fig. 1. The comparison of different threshold functions 

Fig. 1 shows the comparison of different threshold functions. It can be concluded that this improved 

threshold function not only has the continuity of the soft threshold function when it can overcome the 

constant deviation, but also avoids the disadvantages of the hard threshold function and preserves the 

edge details of the signal. 

For the selection of adjustable parameters , , p q µ , it can be concluded that: when 0, p q= takes any 

value, this threshold function is approximated as the hard threshold function; when 0 1p< ≤ and 0,q =  

this threshold function is approximated as the soft threshold function; when 0, 1p ϕ= > , if µ is larger, 

then this threshold function is closer to the hard threshold function. It can be concluded that the changes 

of the value of p can adjust the compressibility for wavelet coefficient of this threshold function to make 

up for the lack of soft threshold functions. The changes of the value of , q µ  mainly determine the ten-

dency of this threshold function. 
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2.3.3 The inter-scale correlation of the wavelet transform 

In the wavelet threshold noise reduction process, it is a problem worthy of attention that ways to im-

prove the accuracy of judgment of the wavelet coefficients near thresholds, in order to improve the noise 

reduction effect. The inter-scale correlation of the wavelet transform is a common method [23]. In order 

to avoid a large number of computations effectively, this paper uses the following method to deal with 

the wavelet coefficients near thresholds. Firstly, the inter-scale correlation amountθ of wavelet coeffi-

cients
j

W which is in ( ) ( )1 , 1δ α δ α⎡ ⎤− +⎣ ⎦  ( 0 0.1α< ≤ is adjustable factor) is calculated by formula (6). 

 

max
ln

min

j

j

W

W
θ

⎛ ⎞
= ⎜ ⎟⎜ ⎟

⎝ ⎠
 (6) 

Among them, 
j

W is the wavelet coefficient of ( )f k� at layer ( )1,2,...,j j = Δ ,max
j

W  andmin
j

W are re-

spectively the maximum and the minimum of
j

W ( 1,2,...,j = Δ ). 

Secondly, mark all wavelet coefficients
j

W belonging to [ ]0,θ β∈ ( 0β > is adjustable factor)as 1

j
W and 

the rest as 2

j
W . Thirdly, the wavelet coefficients are dealt with by formula (5), where 1

j
W is considered as 

the condition
j

W δ≥ and 2

j
W is considered as the condition

j
W δ< . Finally, take the wavelet coeffi-

cients
j

W
δ

 to do the inverse wavelet transformation and obtain the estimation of the signal without nois-

es ( )ŝ k . 

From the above discussion, the inter-scale correlation can be determined to improve the effect of noise 

reduction. If the value of β is too small, then max
j

W is too close tomin
j

W , the estimation of inter-scale 

is too harsh, so the useful information of signals may be filtered. If the value of β is too large, the wavelet 

coefficient of noises may be remained. Therefore, β should be chosen suitability according to the actual 

requirement of noise reduction. Generally, β is less than 10. 

3 The Design of Feature Extraction Method Based on EMD  

3.1 The method to restrain the end effect  

In order to eliminate the end effect, this paper designs a new extension method. The main idea of this 

method is that a most similar waveform is found in the signal itself, and then use this section of the wave-

form to do the endpoint extension. The endpoint extension includes the left extension and the right exten-

sion. Take the right extension as an example. 

Firstly, all the maxima and minima of ( )ŝ k are respectively marked as { }1 2
, ,...,

c
m m m′ ′ ′  and 

{ }1 2
, ,...,

c
m m m . The waveform section from the right endpoint to

1
m is marked as the signal segment to be 

extended
1

ω and its length is L . The length from the right endpoint to
1

m′ is L′ (Suppose L L′ < ). 

Secondly, let the signal segment be extended
1

ω move from right to left to find the best matching wave-

form. In the process of the waveform move, take
1

m′as the reference point and keep
1

m′always coincides 

with the No. i maximum
i

m′ . Then calculate the matching coefficient
i

ξ of
1

ω and the No. i signal segment 

to be matched by formula (7). The best matching waveform is the signal segment when
i

ξ is smallest. 
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Among them, ( )
1

ˆ ˆcov ,
i

m m
s s

′ ′

the covariance of
1

ω and
i

ω and [ ]D • is the variance. 

Finally, extend the best matching waveform to the right of ( )ŝ k from the left first sampling point of the 

right endpoint of the best matching waveform and obtain the signal after right extension ( )s k� (The num-

ber of extension point is ( )INT N c generally). 

3.2 The solution of mode mixing and pseudo components 

For the mode mixing, EEMD is a better way to solve this problem [24-25]. EEMD uses the statistical 

properties of the noise and the principle of EMD scale separation, making the EEMD can truly become 

arbitrary data binary filter banks. The principle of EEMD is that a white noise is added to the signal and 

different scales of signal regions will be mapped to the appropriate scale. When using the all enough 

mean values, the noise will be offset. The only lasting part is the signal itself. This paper identifies and 

eliminates pseudo components by the following method based on EEMD. 

Firstly, let the signal after endpoint extension ( )s k� do EEMD and obtain IMF components so that to 

eliminate the mode mixing phenomenon. 

Secondly, calculate the correlation coefficient
i

ρ of each IMF and ( )s k� by formula (8). 
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⋅
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∑ �
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 (8) 

Among them, [ ]σ • is the standard deviation and ( )
i

imf k is the No. i IMF component. 

Finally, compare
i

ρ with the default threshold ( )max
i

bζ ρ= ( [ ]0.05,0.3b∈ )and eliminate IMF com-

ponents of
i

ρ less thanζ after ( )max
i

ρ . 

3.3 The feature extraction method based on EMD energy entropy 

In the process of fault feature extraction of state signal in control systems, the signal energy distribution 

will change along with state change of control systems. Therefore, this paper extracts IMF energy en-

tropy to judge whether the control system is in fault state. 

Firstly, calculate the energy of IMF components ( )
i

imf k after eliminating pseudo components 

( ) ( )2

1

1,2,...,
N

i i

k

E imf k i η

=

= =∑ . Secondly, calculate IMF energy entropy by formula (9). 
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⎜ ⎟
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 (9) 

4 The Numerical Simulation 

As shown in formula (10), in order to verify effectiveness of the above algorithm, a nonlinear signal is 

constructed to implement the numerical simulation. 

 

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

1 sin 50 cos 20 0.2sin 40

sin 200

f t s t r t z t t t t

t r t z t

π π π

π

⎡ ⎤ ⎡ ⎤= + + = + ⋅ +⎣ ⎦ ⎣ ⎦

+ + +
 (10) 

This signal is made up of the effective signal ( )s t , the impulse noise ( )z t and the Gauss noise ( )r t . Fig. 
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2 is the waveform of ( )s t and ( )f t . The sampling frequency is 1 kHz, and the number of sampling points 

is 1024. In this simulation, the parameters set 6, 2, 0.05, 0.1, 512,n b lβ α= = = = = 4, 2,μ ϕ= =  

0.9, 100p q= = . 
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Fig. 2. The waveform of ( )s t and ( )f t  

Firstly, take ( )f t to median filter as shown in Fig. 3 where impulse noises are restrained well. 
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Fig. 3. The waveform after median filter 

Secondly, the improved wavelet threshold noise reduction method should be taken. The threshold 

takes the improved thresholdδ mentioned in this paper. Compared with the hard threshold function and 

the soft threshold function, the result of noise reduction by the improved method proposed in this paper 

shows in Fig. 4. 
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Fig. 4. The waveform of noise reduction by different threshold functions 

In order to compare the effect of noise reduction by different methods intuitively, the signal-to-

noise SNR and mean-square-error MSE are introduced. Table 1 shows SNR andMSE of different methods. 

Combined with Table 1 and Fig. 2-4, it can be concluded obviously that SNR of the improved threshold 

function is the smallest among three threshold functions andMSE of the joint noise reduction method is 

smaller than the wavelet threshold noise reduction only. 

Thirdly, take the signal after the joint noise reduction to do EMD, the obvious endpoint effect and the 

mode mixing exist from the first IMF as shown in Fig. 5. Therefore, use the improved endpoint extension 

method to retrain the endpoint effect. Fig. 6 is the pole location, Fig. 7 and Fig. 8 is the matching coeffi- 

cient of the left extension and the matching coefficient of the right extension at different the order num-
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Table 1. The comparison of SNR andMSE of different noise reduction method 

The noise reduction method SNR  MSE  

The wavelet threshold noise reduction by the hard threshold function 3.4678 1.0578 

The wavelet threshold noise reduction by the soft threshold function 2.4469 1.3381 

The wavelet threshold noise reduction by the improved threshold function  4.1411 0.9059 

The joint noise reduction by the hard threshold function 5.4368 0.5114 

The joint noise reduction by the soft threshold function 3.6170 0.7776 

The joint noise reduction by the improved threshold function 6.9831 0.3582 
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l Empirical Mode Decomposition
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Fig. 5. The EMD drawing before the endpoint extension 
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Fig. 7. The matching coefficient of the left extension 
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Fig. 8. The matching coefficient of the right extension 
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ber of extrema. The signal after the endpoint extension is shown in Fig. 9. Then take the signal after the 

endpoint extension to do EEMD as shown in Fig. 10. 
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Fig. 9. The signal after the endpoint extension 
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Fig. 10. The EEMD drawing after the endpoint extension 

As shown in figure 10, the endpoint effect is restrained well, but the number of IMFs obtained by 

EEMD is more than EMD, pseudo components may be mixed up in all IMFs. In order to eliminate pseu-

do components, the correlation coefficient
i

ρ is shown in Table 2. 

 

Table 2. The correlation coefficient
i

ρ  

IMF 1 2 3 4 5 

i
ρ  0.6328 0.5114 0.7086 0.6790 0.2191 

IMF 6.6328 7.6328 8.6328 9.6328  

i
ρ  0.1046 0.0239 0.0571 0.0552  

 

Compared with the correlation coefficient
i

ρ and the default threshold is ( )0.1max 0.07086ζ ρ= = , 

IMF 7, IMF 8 and IMF 9 are all pseudo components because they are all smaller than the default threshold. 

Finally, calculate the energy and the energy entropy of each IMF after estimating pseudo components 

as shown in Table 3. 

Table 3. The energy and the energy entropy 

IMF The energy The energy entropy 

1 20.5070 

2  9.9563 

3 11.8717 

4 15.9226 

5  5.5756 

6  1.5907 

1.6040 
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5 The Simulation of Semi-physical Platform 

In order to further verify actual application values of the method in control systems, this paper takes the 

quad-rotor helicopter simulation platform Qball-X4 provided by Quanser Company in Canada as the 

research object. As shown in Fig. 11, there are six dimension variables ( ), , , , ,X Y Z ψ θ φ in Qball-X4. 

Among them, , ,X Y Z are the location variables,ψ is the yaw angle,θ is the pitch angle, andφ is the roll 

angle. This paper takes the motor speed signal when the quad-rotor helicopter flies in the direction of the 

X axis as a test object in normal rotor state, minor fault rotor state and severe fault rotor state. The resid-

ual signal of the motor speed is collected in real time, and the sampling frequency is 1 kHz, and the num-

ber of sampling points is 1000. Fig. 12-14 are respectively the residual signal of the motor speed in nor-

mal rotor state, minor fault rotor state and severe fault rotor state. 

According to the method mentioned in this paper, the sampling signal should be dealt with by the joint 

noise reduction method, and then use the improved EMD to decompose the signal after noise reduction. 

Calculate the energy entropy and determine the running state of control system. In this simulation, the 

parameters set 6, 2, 0.05, 0.1, 512, 4, 2, 0.9, 100n b l p qβ α μ ϕ= = = = = = = = = . 

The correlation coefficients
i

ρ of each IMF of the residual signal of the motor speed after noise reduc-

tion in normal rotor state, minor fault rotor state and severe fault rotor state are respectively in Table 4-6. 

Compared with the default threshold
1

0.09428ζ = ,
2

0.08742ζ = ,
3

0.09765ζ = , there is no pseudo com-

ponent in normal rotor state and IMF 6-8 are pseudo components in minor fault rotor state and severe 

fault rotor state. 

 

Fig. 11. The body of Qball-X4 
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Fig. 12. The residual signal of the motor speed in minor fault rotor state 
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Fig. 13. The residual signal of the motor speed in normal rotor state  
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Fig. 14. The residual signal of the motor speed in severe fault rotor state 

Table 4. The correlation coefficient of the residual signal of the motor speed after noise reduction  

in normal rotor state 

IMF 1 2 3 4 

i
ρ  0.1880 0.3227 0.5291 0.0746 

IMF 5.6328 6.6328 7.6328 8.6328 

i
ρ  0.1690 0.4168 0.9428 0.7131 

Table 5. The correlation coefficient of the residual signal of the motor speed after noise reduction  

in minor fault rotor state 

IMF 1 2 3 4 

i
ρ  -0.0036 0.0382 0.8573 -0.8742 

IMF -5.8573 6.8573 7.8573 -8.8573 

i
ρ  -0.2249 0.0511 0.0032 -0.0215 

Table 6. The correlation coefficient of the residual signal of the motor speed after noise reduction  

in severe fault rotor state 

IMF 1 2 3 4 

i
ρ  0.0182 0.0011 0.8383 0.9765 

IMF 5 6 7 8 

i
ρ  0.2198 0.0464 0.0497 0.0290 

 

Table 7-9 are respectively the energy of each IMF after estimating pseudo components and the energy 

entropy of the state signal of the actuator after noise reduction in normal rotor state, minor fault rotor 

state and severe fault rotor state. It can be concluded that the energy entropy in normal state is the baggi-

est, and the energy entropy decreases along with the increase of fault degree. 

Table 7. The energy and the energy entropy of the residual signal of the motor speed after noise 

reduction in normal rotor state 

IMF The energy The energy entropy 

1 0.3261 

2 0.5049 

3 0.2036 

4 0.4392 

5 0.5358 

6 0.8052 

7 2.5216 

8 1.4027 

1.7724 
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Table 8. The energy and the energy entropy of the residual signal of the motor speed after noise 

reduction in minor fault rotor state  

IMF The energy The energy entropy 

1 0.5460 

2 0.4555 

3 70.1071 

4 76.4813 

5 10.5412 

0.9289 

Table 9. The energy and the energy entropy of the residual signal of the motor speed after noise 

reduction in severe fault rotor state 

IMF The energy The energy entropy 

1    3.0336 

2    1.7968 

3 211.3176 

4 634.1932 

5   88.3941 

0.8524 

 

Analysis of the results: When the rotor is in normal state, the energy distribution is relatively uniform, 

so the entropy is larger. When the rotor is in fault state, the energy distribution is in the fault frequency 

range, so the entropy is smaller. With the increase of fault degree, the energy distribution is more inten-

sive in the fault frequency range. Therefore, the running state of control systems can be determined in 

real time through the method given in this paper. In addition, the energy entropies are in different sec-

tions when faults of actuators, sensors and the controlled objects occur, so this method can also be ap-

plied to the fault location in control systems. 

6 Conclusion 

The state signals in control system often affected by Gauss white noises and impulse noises which will 

directly affect the feature extraction, and the inaccuracy of the signal feature extraction will cause the 

misjudgment of the fault detection of control systems. This paper proposes the joint noise reduction 

method combined with the characteristics of the median filter and the wavelet threshold noise reduction. 

Especially in the improved wavelet threshold noise reduction, the choice of threshold and threshold func-

tion and the processing of the wavelet coefficient belonging to the neighborhood of the threshold both 

improve the effectiveness of noise reduction. The endpoint extension method and EEMD eliminate the 

influence of the endpoint effect and the mode mixing. Though the default threshold, pseudo components 

are filtered out and the calculation is simpler. The numerical simulation and the experiment of Qball-X4 

quad-rotor helicopter semi-physical simulation platform both verify the feasibility and effectiveness of 

the proposed method in this paper. 
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