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Abstract. Open vehicle routing problem (OVRP) is a hot research topic in modern operational 

research, compared with classical VRP problems, one of its marked characteristics is that the 

vehicle can choose the other distribution center as an end after the completion of the transporta-

tion service. The solving goal of OVRP is to build a Hamiltonian path to meet the needs of all 

customers. In order to solve the OVRP, a hybrid ant colony optimization (HACO) algorithm 

based on random distribution of loading and dynamically encoding was proposed. Firstly, the 

initial solutions were obtained through the method of random loading, and the colony optimiza-

tion algorithm was adopted to get the optimal solution. Then the optimal solution was encoded 

as the zeroth particle of particle swarm algorithm. The initial fitness values were regarded as the 

historical optimal solution for individual. In order to get the best historical of individual and 

global optimal solution, the global optimal solution and the switching sequence of each particle 

was calculated and implemented, combining the hill climbing strategy for local search with side 

step. Computer simulations on the benchmark problems show that it can quickly and effectively 

get the known optimal solution or approximate solution. 

Keywords: ant colony optimization algorithm, dynamic coding, open vehicle routing problem, 

particle exchange sequence, random stowage 

1 Introduction 

Open vehicle routing problem (OVRP) is expanded from the classical vehicle routing problem (VRP). 

The main difference between OVRP and VRP is: the vehicle route in the VRP is a Hamilton circuit 

(Hamiltonian tour). However, it is a Hamilton path in the OVRP (Hamiltonian path). It is mainly due to 

the following reasons: In the OVRP, it doesn’t require the vehicles to return to the distribution center, or 

it’s not necessary for the vehicles to return to distribution center after serving the last customers, even if 

they do, the vehicles must make the same trip in the reverse order. When the vehicle must return to the 

original starting point after the completion of the transportation task, this type of VRP is called a closed 

type; when the vehicle doesn’t need to return to the original starting point after the completion of the task, 

this type of VRP is called an open type (see Fig. 1). The vehicle route of OVRP is open type rather than 

closed type. It is not necessarily to get the best Hamiltonian path by only removing one edge of the 

minimum Hamiltonian cycle. While solving the minimum Hamilton path is a NP (hard problem), the 

OVRP is also a NP. OVRP widely exists in transportation management, and it has many implications in 

real life, especially, it has great application value in the distribution service which has the characteristics 

of outsourcing business, such as campus shuttle bus issues, milk delivery issues, newspaper delivery 

issues, etc., in these kinds of problems, the distribution business would be outsourced to other vehicles or 

other teams because the enterprise does not have its own vehicles, and the enterprise does not require the 

vehicle to return to distribution center after serving the last customers. 
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(a) Closed type of VRP (b) Open type of VRP 

Fig. 1. Comparison between closed type of VRP and open type of VRP 

In recent years, many international and domestic academics conduct the research for vehicle dispatch 

problem [1-2] and in particular for OVRP. Repoussis et al. [3] proposed a hybrid evolutionary algorithm 

for solving the OVRP, and simulate the known benchmark problem. The results show that this algorithm 

is superior to some known optimal solution in some instances. Emmanouil and Chris [4] proposed a heu-

ristic algorithm based on new local search to solve the OVRP by searching for the neighborhood of a 

feasible solution, and recoded the local search operation into a static operation entity (SMD). Wah [5] 

established a mathematical model on the basis of asymmetric diagram, and design a neighbor particle 

swarm algorithm to solve the model, by using the model to solve the open vehicle routing problem with 

soft time windows, the simulation results show this method could obtain the feasible solution quickly. 

Fung et al. [6] put forward a kind of cultural genetic algorithm aimed at the open vehicle routing problem 

with limited arc. This algorithm could be used to find a set of open routes to tailor to mission require-

ments and minimize the cost. The experimental results show that the algorithm could obtain a better op-

timal solution than the traditional genetic algorithm. Lopez-Sanchez et al. [7] converted the distribution 

problem in real life into open vehicle routing problem by modeling. In order to minimize the time every-

one spend on the vehicle, a kind of multiple starting point algorithm was proposed, the experimental re-

sults show that this algorithm could obtain high quality solutions within reasonable time. Marinakis and 

Marinaki [8] proposed an improved bee mating optimization algorithm using the process of local search 

to analog the motion of drone outside the honeycomb, the algorithm applied to two groups of numerical 

examples, the results show that this algorithm could obtain optimal solution in most cases.  

The above algorithms explore the solution to OVRP in a certain extent, such as heuristic algorithm 

based on new local search, cultural genetic algorithm, multiple starting point algorithm, etc., however, 

these researches only pay attention to the improvement of the single algorithm, and it is difficult to avoid 

its inherent defects. For example, local search over-reliance on the search in local area and its adjacent 

domain, it is difficult to obtain the optimal solution in the global scope. Cultural genetic algorithm is a 

combination of population-based global search and local heuristic search based on individual, and this 

algorithm proposed a framework, under this framework, different search strategies could be used, there-

fore, the adopted strategy would affect the performance of the algorithm directly. This paper would syn-

thetically consider the advantages and disadvantages of ant colony algorithm and particle swarm optimi-

zation algorithm and combine the advantage of ant colony algorithm such as initialization pheromone 

distribution, parallelism and positive feedback mechanism etc., so that the optimal solution could be ob-

tained in the process of search, the global optimal path could be obtained further by take advantage of the 

global convergence of particle swarm algorithm and fast stochastic search. Compared with the heuristic 

algorithm introduced previous, the join of the improved particle swarm algorithm not only speeds up the 

convergence speed of the algorithm, but also enhances the evolution characteristic of the particle. Com-

pared with the traditional pheromone update rule, this paper chooses three different best solutions to up-

date pheromone, which makes the most of the optimal solution. The solve efficiency of the algorithm was 

improved dynamically by adjusting the number of times of local search. The optimal solution obtained by 

ant colony optimization algorithm would be encoded as the initial particle swarm of particle swarm opti-

mization algorithm, and a kind of stochastic dynamic hybrid ant colony optimization (HACO) algorithm 

was proposed to solve the OVRP. The simulation results show that excellent results could be obtained.  

The organization structure is as follows. The second part of this paper gives the mathematical model of 

OVRP; the third part proposes the hybrid ant colony algorithm in detail; the fourth part describes the 

process of the hybrid ant colony algorithm in detail; the fifth part compares the quality of the proposed 
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algorithm with other algorithms in previous literature; the sixth part summarizes the full text and gives 

the direction of the future research. 

2 Mathematical Model 

2.1 Description of the problem 

OVRP generally can be described as follows: there is a yard and a limited number of the vehicles with 

known capacity and transportation cost. At the same time, there is a set of customers with certain re-

quirements, and the cost of transportation between each client, customers and yard transportation is 

known. The problem is to determine a vehicle route in order to minimize the following two objectives: 

(1) The number of vehicles serviced for all customers. 

(2) The total cost of the vehicle transportation. 

It is generally accepted that the increased cost of the increased number of vehicles is always more than 

the cost saved by shortening the total distance, so the minimum number of vehicles and the minimum 

cost are generally considered as the first and the second optimization goals. 

2.2 Mathematical model 

OVRP is defined on a graph Z  where 
opt

L  is the vertex set and vertex, 0 represents the central depot and 

the remaining n-1 vertices represent the customer set. local optL L<  is the arc set, local optL L=  represent a 

customer, local globalL L<  represent the set of delivery vehicles. global localL L=  represents the carrying load of 

the vehicle in the position ij max ij( 1) [(1 ) ( ) ( )]
m
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Thereinto, the objective function (1) is first target and minimize total vehicle travel numbers, the ob-

jective function (2) is second target; constraints (3) ensure that each customer is visited by exactly one 

vehicle; Constraints (4) are the capacity constraints for the vehicles. Constraints (5) ensure that each ve-

hicle leave immediately after visiting a customer point Constraints (6) and (7) represent the ranges of 

parameters. 

3 HACO 

Ant colony algorithm and particle swarm algorithm belong to the typical swarm intelligence algorithm, 

each algorithm has its advantages and disadvantages, basic ant colony algorithm has slow convergence 

speed, and it is easy to fall into local optimum, the initial pheromones are scarce in ant colony algorithm. 

The particle swarm is easy to produce premature convergence, and its local search ability is poor. The 

study of swarm intelligence algorithm work could mainly divided into two categories: the first is to com-

bine different swarm intelligent algorithm in order to improve the performance of a single group of intel-

ligent algorithm, it is the main tendency of the research, the second is to combined local optimization 

algorithm with global optimization algorithm. Therefore, it could improve the quality and the operational 

efficiency of the solution to the ant colony algorithm significantly while two algorithms merge together 

and become a HACO algorithm. 

The HACO algorithm proposed in this paper, first of all, using a random loading method to generate 

the initial solution set, while all the ants traversed and build the solution, HACO use three different opti-

mal solutions to update the pheromone matrix, it could prevent the optimal ant colony algorithm from 

converges to global minimal. And then it would encode the optimal solution obtained by ant colony op-

timization algorithm as the zeroth particles of particle swarm optimization algorithm, and the initial value 

would be an individual historical optimal solution, the global optimal solution and the exchange sequence 

v of each particle would be calculated. Secondly, aiming at the advantages of particle swarm optimiza-

tion algorithm while solving problems, the algorithm swapping the position of each particle sequence, in 

order to get a new location, the improved particle swarm algorithm not only speeds up the convergence 

speed of the algorithm but also enhance the evolution characteristic of the particle, at last it use side step 

climbing strategy for local search, individual historical optimal solution and the global optimal solution 

would update if there are improvements, through this search mode, searching performance of particle 

swarm optimization algorithm and the global convergence will improve. Combined ant colony algorithm 

with particle swarm optimization algorithm, on the one hand, the searching efficiency of particle swarm 

optimization would improve; on the other hand it makes the ants obtain the characteristics of the “parti-

cles.” 

3.1 Selection of the path 

This algorithm selects the deterministic search and exploratory search as the path selection rules, the state 

transition rules of ant [9] as shown in the following type: 

This algorithm uses the pseudo-random proportion rule to choose the next path to visit clients: 
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Thereinto: r
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choice probability value changed dynamically in the volution, control algorithm keep balance between 

centralized search and diversified search, the initial value is 0.5. 
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ρ
, the selective probability in the formula (10) decides the 

next customers to visit, and diversify search would be operated, else the centralized search would be op-

erated. 

This method can decrease the influence caused by the positive feedback of ant colony algorithm, and 

making the selection of the customers directional, the search could avoid algorithm from trapping in local 

optimal solution because of its diversity. 

3.2 Pheromone updating 

When an iteration is end, the pheromone matrix would update after all the ants construct solution, in or-

der to enhance the pheromone concentration on the edge of the optimal solution, it makes the ants se-

lected by the ants with larger probability in later iterations, we use three different best solutions to update 

the pheromone: 

(1) i

b
s : When all the ants find the best solution in the current iteration; 

(2) r

b
s : The best solution the ants found since the resumption; 

(3) s

b
s : The global optimal solution found since its launch. 

The pheromone in the edge of released could be calculated according to following formula [9]: 
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The update rule of the pheromones as follows: 

 ij max ij( 1) [(1 ) ( ) ( )]
m

t G t tτ ρ τ ρ τ+ = − ⋅ + ⋅Δ . (13) 
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Among them, ρ is the residual factor to pheromones, 
ij

τΔ represents the increment of the pheromones 

the ants created on the edge of ( ),i j  in [ , 1]t t + ,
c
n represents continues no-evolutionary cycle times, 

max
n is a constant, (0,1)λ∈ is a constant and control the attenuation speed ρ ,

min
ρ is the minimum value 

ρ , prevent ρ  from being too small so the convergence speed would be affect. When 
c
n  reach a preset 

value 
max
n , ρ would decrease, and 

c
n recount, repeatedly, until ρ  reaches the minimum value 

min
ρ . 

3.3 Construction of initial solution set 

Constructing initial solution is the first step in the algorithm; a good initial solution helps the algorithms 

converge to the optimal solution quickly. The initial solution set is generated by a method of random 

loading vehicle [10], specific steps are as follows: 

Step 1: First of all, the customer sequence 
1 2

{ , ,..., }
n

C c c c=  could be obtained according to the length 

of the distance between each customer and distribution center and sorted from small to large, then calcu-

lated 
1
F  by the formula (16), and initialize the code of the path, 0CarNum = . 

Step 2: determining whether the customer sequence is empty, if not, then 1p = , or else end it. 

Step 3: put the customer
i
c  whose number is p into the path ,CarNum  and judging whether it satisfied 

the constraint condition, if do,
i
c would be added into the path ,CarNum  and delete

i
c from C, 

1n n= − ,
1

(0,2 2 )p p rand F CarNum= + × − × ; or else 1p p= + . 

Step 4: determining whether p is greater than n , if p is greater than n , then the path carInit  would be 

added into the initial solution concentration, 1CarNum CarNum= + skip to Step 2, otherwise, skip to 

Step 3. 

1
(0,2 2 )Rand f CarNum× − × represents an integer randomly generated distributed between 

1
0~ (0,2 2 )rand f CarNum× − ×  uniformly, 

1
F  is the estimated number of vehicles obtained by the fol-

lowing formula: 
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Thereinto, α represents the load coefficient, which is used to estimate the load level of the vehicle 

teams, usually, more constraint conditions mean that vehicle can load less goods, the corresponding α is 

lower. 

In the process of construct the initial solution set, α is a random value. Using the random loading me-

thod to generate the initial solution set of the vehicle, not only making each solution exists in the feasible 

region, but also ensure the initial solution could be uniform distribution by random function. 

3.4 Local search 

A hill climbing strategy is adopted to improve the local search in this paper [11]; the strategy is based on 

the Pareto dominance relationship. The decline directions or non- dominant direction is constructed ac-

cording to the distance of the solution system. The local search schematic diagram is shown in Fig. 2. 

In Fig. 2, { , }− − represents the falling cone of particle
0
x , any x  in this area satisfies

0
x x> . { , }+ +   
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Fig. 2. The hill climbing strategy 

represents the rising cone of particle 
0
x . Points in this area were dominated by 

0
x . When x  is located in 

multiple cone{ , }− + , 
1 1 0 2 2 0
( ) ( ) and ( ) ( )f x f x f x f x< > . When the dimension is greater than or equal to 

three-dimensional, the rest may be deduced by analogy. When using the local search strategies of parti-

cle: 

(1) Early particle swarm is generally far away from the front. Falling cone and rising cone each ac-

counted for half of the space, due to the optimal dominance solutions is easy to find in the cone, so using 

falling direction to guide the particle swarm to the fast convergence of the frontier. Falling cone uses a 

ladder method in order to solving more common practical problems. 
0

d x x= −  is the descent direction of 

0
x  in { , }− − , 

0
d x x= −  in area { , }+ + . 

When the dominance solution obtained by the limited local search are uniform within 
ls

M  times, it 

shows that the particle swarm is very close to the front, at this moment, the multiple cone is far greater 

than falling cones and rising cones, the search direction should be changed, the guided particle swarm 

diffused with the goal of diversification in the front, the dominant direction as shown in Fig. 2, expres-

sions for calculation is: 

 

0 0

1

(( ) ( ) )
ls

M

s i i

i

d x x x x

=

= − −∑  (17) 

where (1,..., )
i ls
x M . 

(2) According to the relationship between the number of the searched non-dominance solutions 

and
ls

N , the distance between the particles and frontier could be judged and the search direction could be 

choose adaptively. When the number of the non-dominance solutions is greater than or equal to
ls

N , in 

accordance with the second case to deal with, otherwise in accordance with the first one to deal with. 

The local search algorithm based on the Pareto not only calculate fast, but also can find a group of 

great local optimal solution, yet the results largely depend on the selection of initial point, therefore, 

some improvements were made in this paper, the original single neighborhood search scope change into 

multiple neighborhood. Due to the expansion of the search scope, the algorithm finally got a huge set of 

local optimal solution, and reduced the dependence of the solution set on initial solution. 

The basic steps of the improved algorithm are as follows: 

Assuming set of initial solution were 
I

S , the searched best solution set is
B

S , assuming ( )N s is the 

neighborhood of feasible solution set S , P is the empty set. 

Step 1: Obtain any one from
I

S . 
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Step 2: Calculate ( )N s and reserve the weaker solutions; 

Step 3: Compared the solution
B I

S S∪  obtained in with the solution obtained in Step 2, and preserved 

the weak solutions in P ; 

Step 4: Compare Pwith each solution in 
I

S , and retain the branch solution in
I

S ; 

Step 5: 
I I

( \{ })S s P S⎯⎯→∪ . 

Step 6: Compare Pwith each solution in
B

S , and retain the branches solution in
B

S ; 

Step 7: Determine whether 
I

S is the empty set, repeat Step 1 to Step 6 if it is empty, otherwise 
B

S is 

saved as a prayer. 

3.5 Particle swarm optimization algorithm 

Encode particle. In order to apply particle swarm algorithm [12] into OVRP, particles should be en-

coded. i represents the customer, 0 represents distribution center, insert -1m  zero into the route con-

tained n clients, m is the vehicle number, route sequence is divided into m segments, each particle is a 

+ -1n m dimensional vector. 

Assuming in an OVRP, there are 3 car and 8 customers in distribution center, one of the particles is: 2 

1 0, 3 0 6 8 5, the access sequence of three cars as shown below: 

Vehicle 1: distribution center - 2-1. 

Vehicle 2: distribution center - 4-3. 

Vehicle 3: distribution center - 7-6-8-5. 

The relationship between the particles of Vehicle numberm  and customer number n  and the position 

X of dimensions vector D  is 1D m n= + − , the position vector X of the particles and the velocity vector 

V share the same dimension. 

Because the particles arrive to a new place, there may be two adjacent 0, and the beginning of the par-

ticles and the end of it are 0, in order to improve the efficiency, it is necessary to estimate before calculat-

ing the fitness value, if the two cases happened, the fitness value would be set as infinity. 

Evolution equation of particle swarm. Particle swarm optimization (PSO) algorithm is based on groups; 

the individual of the groups move to the better area according to the fitness of the environment. By the 

iteration t , particle i  in theD  space search dimensions is expressed as
1 2

( , ,..., )t t t t

i i i iD
X X X X= , the best 

location it experienced (with the best fitness) is
1 2

( , ,..., )t t t t

i i i iD
P P P P= , also known as 

best
P ; the best location 

of all particles with the index number in group experienced is represented by symbolic g , is
g
P , also 

known as 
best

g . The speed of the particles is represented by
1 2

( , ,..., )t t t t

i i i iD
V V V V= [13-14]. Basic PSO evo-

lution equation is shown below: 

 

1

1 1 2 2
( ) ( )t t t t t t

ij ij ij ij gj ij
v v c r p x c r p xω

+

= + − + −  (18) 

 

1 1t t t

ij ij ij
x x v

+ +

= +  (19) 

Among them j represents the j  dimension of the particle, i represents particle i , represent the genera-

tion, and t represent the iteration t , the values are always between the [0, 2], 
1
r and 

2
r represent a random 

number between [0, 1], the two number are uncorrelated. ω  is inertia weight, represent the influence the 

previous variable quantity of the speed made on the current level, maximizing the ω  could enhance the 

global search ability [15], while the smaller value is beneficial to improve the local search ability, speed 

up the convergence, so the algorithm use large inertia weight value in early and use smaller inertia weight 

value in late, it could foster strengths and circumvent weaknesses and not only improve the global search 

ability, but also guarantee the convergence efficiency. The computation formula is as follows: 

 

max min

max
StepNow

Step

ω ω

ω ω

−

= − ×  (20) 

In the last-written denominator 
max

ω  represents the maximum inertia weight, 
min

ω represents the min-

imum inertia weight, Step represent the total number of iterations, StepNow represent the current number 
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of iterations. 

In order to apply the PSO algorithm to the vehicle routing problem, according to the method of trans-

formation in literature [16], introduce the concept of abelian groups and abelian subgroups, after modi-

fied, the formula (18) and formula (19) as shown below: 

 

1

1 1 2 2
( ) ( )t t t t t t

ij ij ij ij gj ij
v v rand p x rand p xω ϕ ϕ

+

= ⊕ ⋅ − ⊕ ⋅ −  (21) 

 

1 1t t t

ij ij ij
x x v

+ +

= ⊕  (22) 

4 HACO Algorithm Flow 

Step 1: set the number of antsm , set the parameters ω , 
1
c , and 

2
c  of particle swarm, and initializes 

the speed and position of each particle. 

Step 2: initialize the pheromone of each side, put m ants in n cities randomly. 

Step 3: use random loading vehicle method to generate the initial solution set. 

Step 4: calculate the length
local
L of the path every ant get, and the local optimal solution is

1

m

local kk
L L

=

=∑ , 

and record the path correspond to local optimal solution. 

Step 5: apply the variable neighborhood descent  

procedure to local optimal solution
k

L [17], 2 - opt, the times of the local search is, the initial value 

could be bigger so that the solution space could be searched sufficiently, the value decreases with the 

process of the evolution. If the new path is optimal and satisfy the vehicle load constraint, the optimiza-

tion solution
opt

L  and the optimal path would be saved. When local optL L< updating the optimal path, 

make local optL L= . 

Step 6: compare
local
L  with globalL , if local globalL L< , then make global localL L= , and updating the optimal 

path at the same time. 

Step 7: according to formula (13), update the global pheromone. 

Step 8: if do not meet the termination conditions, and then back to Step 2. 

Step 9: the optimal solution of ACO algorithm would be serve as the zeroth particle, and as a template, 

the remaining components 
1 2

( , ,..., )
F

X X X would be generated randomly, the fitness of each particle 

value calculated according to the formula:  

 ij

, 1 1

Min c max ,0
m n

ijk i ik

i j k k i

z x R g y q
= =

⎛ ⎞⎛ ⎞
= + ⋅ −⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
∑ ∑ ∑ ∑   

Step 10: adapt the initial fitness value
best
P  as an individual historical optimal solution, and calculate 

the global optimal solution
g
P . 

Step 11: calculate abelian ordered group v  of each particle. 

Step 12: switching sequence of each particle according to formula (19), and obtain the new location. 

Step 13: calculate each particle’s fitness, combining the hill climbing strategy for local search with 

side step, compared
best
P  with

g
P the existing and, if there are improvements, then update the fitness. 

Step 14 judge whether the algorithm meets the termination conditions, if meet then output the optimal 

solution, otherwise, jump to Step10. 

The pseudo codes are as follows as follows: 

 
Start  

Initial parameters 
1

1.7c = , 
2

1.7c = , 
max

0.9ω = , 
min

0.4ω = , 0.6ω = , and 60m = ; 

Do N=0, N=N+1; 

use random loading vehicle method to generate the initial solution set
local
L , 

calculate the length
local
L of the path every ant get, and the local optimal so-
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lution is
1

m

local kk
L L

=

=∑ , and record the path correspond to local optimal solu-

tion; 

apply the variable neighborhood descent procedure to local optimal solu-

tion
k

L  until search time more than Z ; 

If the new path is optimal and satisfy the vehicle load constraint, the 

optimization solution opt
L  and the optimal path would be saved; 

If local optL L< , updating the optimal path, set local optL L= ; 

If local globalL L< , global localL L= ; 

Utilizing ij max ij( 1) [(1 ) ( ) ( )]
m

t G t tτ ρ τ ρ τ+ = − ⋅ + ⋅Δ , update the global pheromone. While 

max
N N< ; 

the optimal solution of ACO algorithm would be serve as the zeroth parti-

cle, and as a template, the remaining components 
1 2

( , ,..., )
F

X X X would be gener-

ated randomly; 

Do T=0, T=T+1; 

the fitness of each particle value calculated according to the formula:  

ij

, 1 1

Min c max ,0
m n

ijk i ik

i j k k i

z x R g y q
= =

⎛ ⎞⎛ ⎞
= + ⋅ −⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
∑ ∑ ∑ ∑  

adapt the initial fitness value
best
P  as an individual historical optimal 

solution, and calculate the global optimal solution
g
P ; 

calculate abelian ordered group v  of each particle; 

compared 
best
P  with

g
P the existing and, if there are improvements, then up-

date the fitness; 

While 
max

T T< ; 

Output optimal solution. 

End 

5 Experimental Results and Analysis 

In this paper, the simulation experiment platform environment is 2.10 GHz PC processor Intel Celeron (R) 

(R) G540T CPU and 4.0 GB memory. Matlab7.0 is used to programming. The initializations of HACO 

simulation parameters are as follows: 

Table 1. The initializations of HACO simulation parameters 

Particle swarm algorithm Ant colony algorithm 

max
0.9ω =  

1
0.2γ =  

0
0.5q =  

min
0.4ω =  

2
0.4γ =  

max
100n =  

0.6ω =  
3

0.4γ =  0.6m n= ∗  

1
1.7c =  -6

10τ =  100Q =  

2
1.7c =  0.25λ =  0.25ρ =  

 

In order to evaluate the proposed HACO algorithm, 14 benchmark problem proposed by Christofides 

[18] and eight large open vehicle routing problem proposed by Li et al. [19] were simulated. In the 

benchmark problems proposed by Christofides, the total number of all the nodes includes distribution 

nodes are between 51 and 200. The position of the node is in Cartesian rectangular coordinate system; 

assume the transportation cost from the node to as their Euclidean distance. Every problem has load con-

straint; problem6-10, 13, and 14 also has the maximum path length constraint. Top 10 benchmark prob-

lem distributed within a square unit randomly, the remaining problems scattered distribute with no rules, 

and regional distribution center is not in the central region. In the benchmark problems proposed by Li, 

the total number of nodes including distribution centers are between 200 and 480, besides, there are load 

constraints. 

Table 2 and Table 3 show the simulation results aim at the solution to the benchmark problem pro-
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posed by Christofides, each sub-problem was tested 10 times, including the optimal value, average value 

and standard error. BKS1is the first optimal solution, and it minimize the use number of vehicles at first, 

then minimize the total distance traveled, BKS2 is the second optimal solution, and it only minimize the 

total distance. Generally thinking, the cost of a car added every time, total more than total distribution 

cost savings, so regard minimizing the vehicle number as the first goal.  

Table 2. The comparison between HACD and BSK1 

benchmark problem BKS1 NV HACO Error of HACO Average result of HACO 

C1 416.06   5 416.06 0.00 416.28 

C2 567.14 10 567.14 0.00 567.31 

C3 639.74   8 639.74 0.00 640.21 

C4 733.13 12 734.36 0.17 735.60 

C5 893.39 16 894.24 0.01 895.61 

C6 412.96   6 412.96 0.00 413.19 

C7 583.19 10 583.19 0.00 583.50 

C8 644.63    9 644.63 0.00 644.93 

C9 757.84 13 759.47 0.22 759.61 

C10 875.67 17 877.28 0.18 879.59 

C11 682.12  7 682.12 0.00 682.38 

C12 534.24 10 535.28 0.19 535.49 

C13 904.04 11 904.04 0.00 904.36 

C14 591.87 11 592.16 0.05 592.44 

Table 3. The comparison between HACD and BSK2 

benchmark problem BKS2 NV HACO Error of HACO Average result of HACO 

C1 412.96   6 412.96 0.00 413.16 

C2 564.06 11 564.06 0.00 564.26 

C3 639.26   9 639.26 0.00 639.90 

C5 869.00 17 870.47 0.17 872.78 

C7 568.49 11 568.95 0.01 569.24 

C9 756.38 14 757.24 0.00 757.56 

C11 678.54 10 678.54 0.00 678.79 

C13 896.50 12 897.10 0.00 897.41 

 

By the standard error of Table 2 and Table 3, it is clear that the proposed algorithm HACO share the 

much same optimal solution with it in other documents. The whole population of particles iterates 500 

times and operates 50 times randomly; its standard error will be obtained. If the using number of the ve-

hicles were minimized at first, then minimize the total distance traveled, the optimal solution of the stan-

dard error is between 0 and 0.22; when only to minimize the total distance traveled, the standard error of 

the optimal solution is between 0 and 0.17; Fig. 3 is an algorithm simulation diagram of benchmark prob-

lem C3 HACO. In Fig. 3, each dot represents a customer, the initialization of the number of ants and the 

pheromone of each side is according to HACO, the initial solution set iterates 500 times, the optimal 

solution of each generation will be reserved. 

Table 4 represent the simulated experimental results of the benchmark problem proposed by Christofi-

des and Li and Table 5 represent the results of other algorithms. By comparing the optimal solution, it is 

clear that 10 known optimal solutions obtained by HACO algorithm proposed in this paper are better than 

the optimal solutions obtained by the other two algorithms, on the premise of the same minimized num-

ber of vehicles used, the vehicles travel shorter distance. However, in some individual benchmark prob-

lems such as C10, the performance of HACO algorithm lagged behind the other two algorithms. 

In view of the open vehicle routing problem, the advantages and disadvantages of the ACO and PSO 

algorithm are combined, a hybrid ant colony optimization algorithm (hybrid ant colony optimization, 

HACO) is proposed. 
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Fig. 3. HACO algorithm simulation diagram of benchmark problem C3 

Table 4. The comparison between HACD and other algorithm  

HybPSO [20] HES [21] HACO 
benchmark problem 

TD NV TD NV TD NV 

C1 416.06   5 416.06   5 416.06   5 

C2 567.14 10 567.14 10 567.14 10 

C3 639.74   8 639.74   8 639.74   8 

C4 735.29 12 733.13 12 735.18 12 

C5 895.79 16 894.11 16 893.39 16 

C6 412.96   6 412.96   6 412.96   6 

C7 583.19 10 584.15 10 584.15 10 

C8 644.79   9 644.63   9 644.63   9 

C9 759.81 13 764.56 13 759.61 13 

C10 878.49 17 888.46 17 879.59 17 

C11 682.12   7 682.12   7 682.12   7 

C12 535.49 10 534.24 10 534.24 10 

C13 904.04 11 910.26 11 904.04 11 

C14 592.58 11 591.87 11 592.44 11 

Note. Table based on benchmark problem proposed by Christofides. 

Table 5. The comparison between HACD and other algorithm 

HybPSO [20] HES [21] HACO 
benchmark problem 

TD NV TD NV TD NV 

O1   6023.25   5     6018.52   5   6021.11   5 

O2   4557.89   9   4583.7   9   4557.38   9 

O3   7734.28   7     7733.77   7   7735.14   7 

O4   7268.23 10     7271.24 10   7267.18 10 

O5   9201.28 8     9254.15   8   7267.18   8 

O6   9797.28   9     9821.09   9   9798.19   9 

O7 10352.29 10 10363.4 10 10351.18 10 

O8 12419.25 10 12428.2 10 12418.57 10 

Note. Table based on benchmark problem proposed by Li. 
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6 Conclusion 

In this paper, a random loading method is used to get the initial solution set, then encoding the optimal 

solution of ant colony optimization algorithm as the initial solution of PSO algorithm. According to the 

simulation of benchmark problem, the results show that this algorithm can solve OVRP effectively com-

pared with other heuristic algorithms. In the future, the uncertain factors of open vehicle routing problem 

and the aspects of multi-depot will be investigated. 
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