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Abstract. Data mining technology can be used to discover useful knowledge from a large num-
ber of seemingly unrelated data. It can enhance the simple data query function to mining knowl-
edge from data and thus provide a high level of decision-making reference for the decision mak-
ers. The data mining techniques provide an opportunity for the analysis of the results. By using
the data mining techniques, we can conduct effective mining to large amount of achievement
data and thus extract valuable information to provide guidance for teachers’ targeted teaching.
Mining algorithm of fuzzy association rules is to introduce fuzzy set theory to associate rule
mining to improve the disadvantage of edge data loss caused by traditional association rule anal-
ysis, and to expand the membership degree of factors in set to characteristic function from origi-
nal {0,1} to [0,1] through membership function, then to mine out the hidden “knowledge”. This
paper regards it as reference, then applies it to performance analysis, and employs the obtained
association rule to guide the teaching of teachers and the learning of students, then to serve for
the employment competitiveness improvement of students.
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1 Introduction

Improving the quality of education has been paid attention by all colleges and universities. Whereas, one
of the important basis for the evaluation of teaching quality is the achievement of student, which is a
crucial symbol to evaluate the knowledge and skills acquired by students as well as basis and assessment
of teachers’ teaching effectiveness check. But with ascension of informatization management in colleges
and universities, a large number of student achievements have been accumulated, and the rise of data
mining can work out the discovery of valuable knowledge from these massive data [1]. It is of great sig-
nificance to apply data mining knowledge to students’ achievement assessment: the real cause of affect-
ing fluctuation trend in students achievement can be analyzed from students achievements, and valuable
information including the implicit relationship between curriculum and curriculum, students’ learning
interest, efc., can also be analyzed, and these meaningful information exhumed can be applied in the ser-
vice of education reform in colleges and universities, and be taken as the reference to further enhance the
quality of teaching, the competitiveness and so on.
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On October 28, 2005, the State Council issued The State Council’s Decision on Digorously Develop-
ing the Vocational Education, and on November 7th and 8th the same year, the National Vocational Edu-
cation Working Conference was convened under the State Council. At the meeting, the State Council put
forward decisions of “paying strategic importance to vocational education” and “vigorously developing
vocational education”. On June 23, 2014, the State Council convened the National Vocational Education
Working Conference, proposing to “accelerate the development of modern vocational education”, thus
higher vocational education became a hit concerned by educational circles once again. Under this oppor-
tunity and circumstance, how to keep pace with the times and to take effective teaching measures to en-
sure the training objective of higher vocational education, which became one of the most important tasks
of higher vocational education.

Subsequently, numerous higher vocational colleges have implemented teaching reform, applying
Germany’s action-oriented teaching into various aspects of education. During the implementation process
of action-oriented teaching, students’ performances recorded for each course are no longer a simple col-
lection of grades on final exam, daily performance and attendance, but instead, grades in each experiment
and practical training of the course are all recorded, thus abundant data of grades has been accumulated.
At present, the processing of these data of grades only includes storage, reference and back-up, and hid-
den information has not been unearthed from a large amount of data, and transformed into usable
“knowledge”. Action-oriented teaching process highlights the learning in the field of career action.
Teaching of learning field has completely shredded the discipline-based teaching system in the teaching
of vocational training. In this teaching process, knowledge are combined as required by areas of activity
to develop a teaching plan in the learning field, and conduct learning according to the requirements pro-
posed by teaching of learning field [2]. In this process, the results of students in a course come from the
sum of the results of learning field in this course, and any analysis has not been made whether the learn-
ing between fields of study will influence each other. Numerous analyses of performance based on data
mining have also been made [3-5], but few studies have been made in linkages between experiments of
the course, total scores of experiment and the course, and between grades of practical trainings. In view
of this, this paper, based on the technology of fuzzy association rules in data mining, has made in-depth
mining and study on the linkages among experimental results of the course, total score and grades in
practical training to dig out a potential relationship, and to put the research results into practice, which
provides more helpful information for administrators and implementor of teaching.

2 Data Mining

Data mining (DM) [6] is a process of automatically discovering useful knowledge in the existing mass of
data. Data mining technique is used to discover some useful models which are previously unknown for
the people in large-scale databases, also an important step in the process of knowledge discovery in data-
bases. DM also has the ability to predict future observed results.

Currently, relevant researches have been conducted in many fields by data mining, including Security
Company, bank system, education and teaching. Data mining has indeed become the hot issue of com-
puter science, which will be researched and applied by many scientists for a long time in the future. The
appearance of data mining is not an accident, but a long-term process. At the early period, scientists pay
all attention to the learning of computer. Computer learning is also called machine learning whose proc-
ess is to input the known or solved problems into computer as samples and generate the rules adapted to
the samples after learning the samples and concluding, using these rules to solve similar problems. Later,
with the appearance of computer being applied to neural network technique, people gradually research
the knowledge discovery. The so-called knowledge discovery is to input coding rules into computer,
through which to solve the corresponding problems. This method is abandoned due to the huge input and
non-ideal effect. After then, under the common guidance of computer knowledge and neural network
theory, machine learning is adopted again, which is also applied to business competition successfully. At
the end of 1980s, a new terminology- KDD appeared which was discussed quickly and gained common
recognition. Since then, KDD has been used to express the process of data mining, and the sub-process of
data mining is expressed by mining algorithm.

To date, research on data mining and knowledge discovery has made some progress, and important al-
gorithms are mainly association rule, clustering algorithm, decision tree, and so on. Association analysis
discovers association rules. These rules demonstrate potential connections among data items of set data-
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set and have been widely applied in shopping basket or transaction data analysis; while clustering is to
divide data object into various classifications or clusters. The objects within the same cluster have rela-
tively high similarity while those in different clusters have more differences with unclear cluster partition.
Decision tree algorithm is a discrete function value approximation method [3]. It is a typical classifica-
tion method and firstly makes data processing to generate readable rules and decision trees through in-
duction algorithm and then to use decision to conduct new data analysis. Some international companies
engaged in related research have begun developing data mining systems used in commercial fields, like
BehaviorScan, MDT, Stock Selector, Al (Automated Investor), Clonedetector Falcon, and Fais [7].

Data mining technology starts relatively late in China, and interdisciplinary interaction has not been
formed. Research projects of data mining are mainly funded by the government, namely National Natural
Science Fund and “the 12th Five-Year Plan” program. And most of them are concentrated in universities
and research institutes. China’s success in business decisions by using data mining technology is rela-
tively rare, so the research of data mining technology and development have great potential and broad
prospects in China.

3 The Application of the Data Mining Technology in the Field of Education

Data mining technology has achieved abundant results so far and been successfully applied to various
fields. NBA once applied data mining analysis offered by a company and won the game. Moreover, do-
mestic telecommunications industry implements data mining technology to dig out the potential custom-
ers to increase sales, efc. In conclusion, data mining technology can be used as decision-making guidance
in all walks of life and it profoundly contributes to the economic development and decision-making of
enterprises [8].

In recent years, Chinese higher education has been developing rapidly, and the vocational colleges are
on the rise as well. Under the context of rapid-developing higher vocational education, how to ensure the
teaching quality and cultivate qualified practical senior talents for the society is one of the important sub-
jects and the fundamental starting point for the teaching activities in higher vocational colleges. So far,
there are various evaluation methods towards the education and teaching quality. For example, data min-
ing is applied to academic score analysis. And then, through certain analysis, the factors that have close
relationship with students’ examination scores are found out from many factors, including educational
management, curriculum setting, teaching management, etc. With such analysis and feedback, it can pro-
vide important information feedback for education and teaching activity; at the same time, it can provide
basic information and support for the decision-makers of the management department in higher voca-
tional colleges. In the field of education, the main function of data mining is to extract data in the data-
base, transform, and then dig out the potential rules, which can be used as the education decision-making
reference. Data mining offers valuable reference information for the teaching decision and improves stu-
dents’ ability. Data mining technology is gradually becoming mature, and its application range is expand-
ing. It is introduced to teaching and service for teaching and management by many colleges and universi-
ties. For example, apply the data mining to the analysis as shown below (see Fig. 1), which play a good role
in improving teaching management level of higher education, the ability of students and other aspects [9].

Student
information
management,

Teaching
evaluation of
university

Analysis of

Data minin,
students score g

Fig. 1. Application of data mining
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At present, applications of data mining in education are embodied in the following aspects (see Table 1)
[10].

Table 1. Applications of data mining in education

Application areas Contents Objectives
Find out the main factor influencing students’ test
scores by decision tree algorithm of student’s perform- Make reference to students’ learn-
ance and research data mining, such as interest, extra- ing.
curricular learning practice or teaching methods, efc.
Utilize the attribute importance analysis method of
rough set theory in the score analysis, and find out Offer reference for the course
which part of the examination largely impacts on the  teaching.
overall score.
Association rules algorithm is used to mine the course
grade analysis and find out the courses which made Forewarn students.
students repeat easily, have no degree and drop out.
Look into students’ personal information, course in-
Student management formation, grades, employment situation after gradua- Benefit student management in
[11] tion and activities information such as of web-surfing  colleges.
and book-borrowing and find out the potential relation.
Contribute to the reasonable or-
Use clustering method to research data in question bank ganization of question bank and

Achievement
analysis

Question bank and find out the information or association hidden overall evaluation of the compre-
behind data. hensive quality of teachers’ teach-
ing.

Based on the evaluation of students, teachers and su-

pervisors, using ID3, C4.5 algorithm to construct the

decision-making tree, analyze the influencing factors of Promote teaching.

teaching quality evaluation, and find out the character-

istics of the popular teachers, efc.

Analyze log information in remote education by data ~ Make reference to teachers, stu-
mining technology, and find out how to improve the ~ dents, and administrator in remote
education quality and service level. teaching.

Teaching quality
evaluation

Distance learning
system

4 Fuzzy Association Rules

In 1895, the German mathematician G. Cantor founded set theory; the crucial idea of set theory is the
principle of comprehension: a property P is given, and for any objects able to satisfy property P, which
are pooled together by the objects only with the property P to form a set, expressed as:

A={a[P(a)} ¢y

Where, a represents any element in A, and P (a) indicates a with property P [12]. It shall not be am-
biguous but differentiated for property P, that is any object has no property P or has property P. In this
theory, the description of the properties of things is usually expressed by “True” and “False”. If an ele-
ment has a certain property of P, it can be referred to as a “1” or “True”, otherwise referred to as “0” or
“False”. However, in the objective world, not all things can be expressed by the “True or False”. For
example, for people at the age of 33, they may belong to young people in terms of some features, i.e.
about 55%; while in terms of other characteristics, they may belong to the middle-aged, i.e. about 45%.

On the basis of the above theory, Zadeh proposed the concept of fuzzy sets in 1965. Using the mem-
bership function to represent the degree of the object subordinate to the set, he indicated the membership
degree of elements of the set to characteristic function from the previous {0,1} expanded to [0,1], thus
the concept of fuzzy set theory was formed. For a long time after that, he has been engaged in research on
fuzzy sets, and has raised the possibility theory of being complementary with fuzzy sets. Since then, the
disciplinary research on fuzzy phenomenon has identified a certain status in research community, and
been applied and promoted in many dimensions.
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4.1 Fuzzy Set Theory

To make comparison between the classical theory and fuzzy theory, the distinction between fuzzy mem-
bership function and ordinary sets is illustrated through comparison as follows [12].

Definition 1: characteristic function of set A: A € P(U), and defining mapping: x# A: U— {0,1}, among

l(ued
it, ua(U) = {0(( A)) . Then, the function u , becomes the characteristic function of set A.
ug
Fuzzy sets are described by their membership function.
Definition 2: membership function of fuzzy sets: mapping setting on domain U: A: uA: U— [0,1]],

namely u— x A(u). Then mapping u A has defined a fuzzy set A on U, and the function z A (u) is the
membership function of A; ¢ A (u) is the membership of A, i.e. membership degree of u to A.

Specification by example:

Assuming that domain U (see Fig. 2) takes the line segment with unit length, denoting fuzzy sets on U
as A, if the element x (segment) is located inside the A (circle), it is denoted by 1; if the element x is lo-
cated outside A, it is denoted by 0; if an element is in both interior and exterior of A, then it is in the “in-
termediary state” of membership, and the membership degree of this element to A is its length inside A.

\" \|

/ /
AN

Fig. 2. Membership function instance figure

When u A takes [0, 1] in {0, 1}, fuzzy set A becomes an ordinary set A, and therefore, the ordinary
set is a special case of fuzzy sets. This article abbreviates the degree of membership as A (u).

Traditional association rule algorithm is to mine plenty of association rules in the analysis of classical
“shopping basket”, then use certain concept to express the connection among things. The rules are gener-
ated through the analysis on these data, which also provides decision-making support to managers. Asso-
ciation rule mining model is shown below (see Fig. 3).

But in the real world, not all things can be described as the state of “either this or that”, which not only
contains plenty of Boolean or Category data, but also contains the continuous discrete data and discrete
data with larger numerical range.

During the mining process of traditional association rules, it will transfer this type of data into Boolean,
to rigidly divide the data, which is simple and fast, but the divided attribute set association rules can not
express the fuzzy phenomenon in the reality. Also, the rigid division of data may cause the loss of edge
data, so the mined association rules do not have great significance.

For example, during the analysis of “shopping basket”, besides the items, the database also reserves the
numerical data related to these items, such as the quantity and price of commodities. At the early period
when association rule was put forward, it only paid attention to the membership information rather than
numerical value. But some knowledge and information may be hidden in these numeric data, which will
provide assistance to association discovery. Because the perspectives that people understand thing are gen-
eral uncertain, it adopts the fuzzy set in attribute field to soften the periphery of attribute value. In the N
divided clusters, it can provide smooth transition interval to the factors which may belong to or not
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Fig. 3. Model of association rules mining

belong to a certain category. Then it mines the association rules that people are interested in from data-
base, in order to describe by the semantic expression understood by people, which more conforms to the
inference and thinking habit of human. The fuzziness of fuzzy association rule not only requires the fuz-
ziness of fuzzy concept, but also requires the fuzziness of membership function. During the conversion
process, different results will be obtained by using different membership functions, which will greatly
impact the mining results.

4.2 Related Concepts of Fuzzy Association Rules

Some basic concepts of fuzzy association rules [13]:

Assumed I= {1, I, ... Iy} is an attribute set of database D, and for each property I; (1 <i<m), they can
be divided into q; fuzzy attributes with fuzzy subjection function. After the original numerical attributes
are divided into fuzzy attributes, database D is transformed into fuzzy database D¢, whose attribute set is

I={1,1},... I, I, I;,...,..., 1), I, ...I% }, and range extensions for all new properties are [0,1].
Definition 3: support degree of record 1 in fuzzy item-set X={x, X1, ..., X, }Is to fuzzy item-set x is de-

fined as follows:
SupTi(X)=xX1i A X2i A ... A Xpi OF SUPTi(X)=X1iX X2i X ... X Xpj . )]

Where, Xxj; is the recorded value of i in fuzzy item xj;, x;[0,1] (i=1, 2, ..., n; j=1, 2, ..., p).
Definition 4: support degree of entire data set of fuzzy set X={xi, xi, .., X,}Ir to X is defined as follows:

> supT; ()

supX)=-=-p—— 3)
s

In the above formula, [D4 is the number of affair in the database, if support degree of fuzzy item-set is
not less than the given minimum fuzzy support degree minsup, X is the fuzzy frequent item-set.

Definition 3: For implicative expression X = Yin fuzzy association rules, similar to the Boolean asso-
ciation rules, X is called the antecedent of fuzzy association rules, while Y is called the consequent of
fuzzy association rules. Similarly, in Xc Iy, Yclpand X2 ¢, Y=g, X NY #¢, [=XUY, there is no

continuous item from the same property.
Definition 5: Implicative expression X =Y, in fuzzy association rules, sup (X=Y) and conf (X=Y)
are defined as:

sup(X=Y)=sup(XUY) )}
conf(X=Y)= SUPXJY) 5)
sup(X)

As in the above case, in X I, Y lpand X#= ¢, Y= ¢, X NnY = ¢, [=XUY, there is no continuous
item from the same property.

Similar to the Boolean association rules, policymakers set minimum support degree minsup and mini-
mum confidence minconf in advance, and fuzzy Association rules are mined.
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4.3 Mining Steps of Fuzzy Association Rules

Mining process [14, 15] of fuzzy association rules is as shown in Fig. 4.

Determine membership function

*

Establish transactional databases

*

Mine fuzzy association rules

*

Explanation of fuzzy association rules

Fig. 4. Mining process of fuzzy association rules
4.4 Principles and Flaws of the Fuzzy C-Means Clustering Algorithm

The fuzzy C-means algorithm performs data clustering by optimizing the objective function [16]. In its
clustering results, each sampled data has a membership level with respect to a cluster center, which is in
the range [0, 1]. The algorithm uses the MSE approximation theory to construct a constrained nonlinear
programming function, and mostly uses the objective function as an approach to clustering. WGSS and
J, are the general forms of the cluster’s objective function.

The fuzzy C-means algorithm is able to automatically classify sampled data, and assign the samples to
classes by optimizing the standard function j . Then, the membership level of the sample data with re-

spect to the center of its classes can be obtained based on the optimized standard function. And j de-

notes the quadratic sum of the error between the sampled data and the center of the class it belongs to.
It is a partitioning algorithm, the ultimate goal of which is to minimize the quadratic sum of the dis-
tance between the samples of each class and the centers of the clusters.

The membership U, and the cluster center V, are defined as:

= (6)
o di oo
2y’
D ()" x;
vi= —j:;
D ()"
= (7

The fuzzy C-means clustering algorithm is a process of simple iterations and dynamic clustering. Its
flow chart is shown in Fig. 5.

Execution process of fuzzy C-mean value clustering algorithm:

1. Initialization: vector matrix of clustering center V', the fuzzy weighted index number m=2, cluster-
ing class number is ¢(2 < ¢ <n), iteration termination threshold ¢ =e, initial value of iteration b=0, the
maximum iterations is bpax.

2. Update divided matrix U, form the new divided matrix through calculating the membership degree
value in formula (6).

As for formula (6), Vi, j, if d;.”) > 0, calculating the value of ufj”) through formula (6);

If a’;.b) =0, then u;ib) =1, while j=k, u =0.
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Fig. 5. Flow charts of the fuzzy C-means clustering algorithm

3. Update the clustering center V®'™V . Wi, j | if 3d;” >0, then:
Z(uljm )(b+l)xj
=

n
Z (ui/m )(b+l)
Jj=1

b+) _
l' =

v

(8)
4. if “V(b“) - V(b)H < ¢ establishes, then the algorithm ends and outputs divided matrix U and cluster-

ing center matrix V; if HV“’”) -y® ” < ¢ does not establish, make b=b+1 and return to the step 2.

The above execution process is a dynamic clustering process.

5 Application of Fuzzy Association Rules in the Analysis on Higher Vocational College
Students’ Performance

5.1 Data Acquisition and Preprocessing

This application research, based on experiment scores, total points of courses and grades in practical
training of students in 2011 in a certain vocational technical institute in Hainan (4 classes, a total of 152
students), has mined out potential effects among all experiments of courses and potential effects of all
experiments on integrated practical training of courses, and has provided references for teachers’ teach-
ing using mining results, thus improving students’ practical ability. Data in the study process is derived
from the database of teaching management system of a certain vocational technical institute in Hainan.
Detailed information of the course experiment and data on the performance is as shown in Table 2 and
Table 3.
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Table 2. Detailed information of students’ performance

Serial number Experimental contents Percentage
Experiment 1  Linux system installation, configuration, and installation of common software 10%
Experiment 2  LAN construction 15%
Experiment 3  Software package management system, user management 20%
Experiment 4  Maintenance and troubleshooting of Grub and password 10%
Experiment 5  Data backup and configuration of automatic login environment of KDE 20%
Experiment 6  System trimming, start testing and debugging 25%

Table 3. Detailed information of students’ performance

Total Training

Experiment Experiment Experiment Experiment Experiment Experiment grades of  perform-

Serial

number Sll 822 S? 3 S4 4 SS 5 S66 course ance
(S1) (82) (83) (S4) (85) (S6) (SUM) (TRA)

1 7 12 15 9 17 15 75 85

2 10 13 20 10 20 20 93 95

3 3 10 0 8 18 5 44 60

4 3 10 12 10 16 22 42 80

5 8 11 13 10 15 14 73 75

149 8 10 15 8 12 22 75 80
150 10 15 20 10 20 25 100 100
151 8 10 14 9 12 24 77 77
152 8 9 13 8 10 20 68 68

The data format of information of students’ performance is stringent in the original system, with no
need to clean up, but for some special records, such as records of students’ retake classes; they need to be
converted [17].

In the mining process, method of data cleansing adopted is as follows:

(1) The duplicate records are removed, and for results of student’s retake classes, only the grade in the
first exam of this course is kept.

(2) If student’s performance is missing due to absence, it can be processed according to performance
of make-up examination.

(3) If student neither has performance in initial exam nor in make-up examination, the student’s per-
formance is not included in the process of mining.

The purpose of this paper is to apply fuzzy association rules in data mining of students’ performance in
process evaluation of action-oriented teaching. As to data conversion, the results are sorted by using op-
timal fuzzy c-means clustering algorithm, and then they are transformed into fuzzy membership values.

5.2 Mining Process and Discovery of Association Rules
1. Similarly, the minimum supporting number of minsup=0.4, minconf=0.7 is set.
2. Cluster centers (see Table 4) and fuzzy database are calculated based on fuzzy c-means clustering

algorithm [18].

Table 4. Cluster centers of all properties

Cluster centers

Property I > 3
S1 2 6 10
S2 9 12 15
S3 2 13 20
S4 5 8 10
S5 11 16 20
S6 4 16 22

SUM 43 73 96
TRA 65 80 96
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3. Potential Count of all fuzzy items is calculated, with results shown in Table 5.

Table 5. Fuzzy database after conversion of experimental grades

No. 1 2 3 4 5 . 149 150 151 152 Count
Low 0 0 1 0.76 0 . 0 0 0 0 29.6
S1 Mid-dle  0.75 0 0 0.24 0.5 1 0 0.5 0.26 54.6
High 0.25 1 0 0 0.5 0 1 0.5 0.74 67
Low 0 0 1 1 0.35 . 0.71 0 0.86 1 82.7
S2 Mid-dle 1 0.67 0 0 0.65 e 0.39 0 0.14 0 47.88
High 0 0.33 0 0 0 0 1 0 0 223
Low 0 0 1 0.18 0 0 0 0.09 0 21.3
S3 Mid-dle  0.71 0 0 0.82 1 0.71 0 0.91 1 86.5
High 0.29 1 0 0 0.29 1 0 0 43.3
Low 0 0 0 1 0 1 0 0 0 33.6
S4 Mid-dle 0.5 0 1 0 0 0 0 0 1 42
High 0.5 1 0 0 1 0 1 1 0 75.6
Low 0 0 0 0.8 0.2 . 0 0 0 1 33.6
S5 Mid-dle  0.75 0 0.5 0.2 0.8 0.5 0 1 0 63
High 0.25 1 0.5 0 0 0.5 1 0 0 54.6
Low 0.08 0 0.92 1 0.17 . 0 0 0 0 36.5
S6 Mid-dle 092 033  0.08 0 0.83 0.17 0 0.17  0.67 533
High 0 0.67 0 0 0 . 0.83 1 0.83 033 61.5
Low 0 0 0.97 1 0.03 . 0 0 0 0.17 36.5
SUM  Mid-dle 091 0.13 0.03 0 0.97 0.91 0 0.03  0.83 64
High 0.09 0.87 0 0 0 0.09 1 0.97 0 50.7
Low 0 0 1 0 0.33 e 0 0 0.2 0.8 39.1
TRA  Middle 0.69 0.06 0 1 0.67 e 1 0 0.8 0.2 74.3
High 031 094 0 0 0 .. 0 1 0 0 37.8

4. The fuzzy items mentioned above with potential no less than 40 are classified into frequent 1-item-
set L, L,= {S1. high S2. low, S3.middle, S4.high, S5.middle, S6. high,
SUN. middle, TRA. middle}.

5. C,is generated when the above L, is connected, and the fuzzy item of the same property is not con-

nected. Thus it can be obtained ={ {S1. high, S2. low}, {S1. high, S3. middle}, {S1.
high, S4. high}, {S1. high, S5. middle},{S1. high, S6. high}, {S1. high,
SUM. middle}, {S1. high, TRA. middle}, {S2. low, S3. middle}, {S2. low,
S4. high}, {S2. low, S5. middle}, {S2. 1low, S6. high},{S2. low, SUM.
middle}, {S2. low, TRA. middle}, {S3. middle, S4. high}, {S3. middle,
S5. middle}, {S3. middle, S6. high}, {S3. middle, SUM. middle},
{S3.middle, TRA. middle}, {S4. high, e. middle}, {S4. high, S6.
high}, {S4. high, SUM. middle}, {S4. high, TRA. middle}, {S5. middle, S6.
high}, {S5. middle, SUN. middle}, {S5. middle, TRA. middle}, {S6. high,
SUM. middle}, { S6. high, TRA. middle}, {SUM. middle, TRA. middle}}.

6. Asin above C,,suchas {S1. low, S2. high},itis explained that if the experiment S1 is low,

then the experiment S2 is high, and such a conclusion apparently cannot meet reality. Therefore after
removal of these unpractical cases, it can be got that C,={{S1. high, S4. high}, {S1. high,
S6. high}, {S1. high, SUM. middle}, {S1. high, TRA. middle}, {S3. middle,
S5. middle}, {S3. middle, SUM. middle}, {S3. middle, TRA. middle},{ S4.
high S5. high}, {S4. high, SUM. middle}, {S4. high, TRA. mid-
dle}, {S5.middle, SUM. middle}, {S5.middle, TRA. middle}, {S6. high, SUM.
middle}, {S6.high, TRA. middle}, {SUM. middle, TRA. middle}}.

7. Potentials of candidate fuzzy items are calculated, such as the Count ({A. tall, D. high})
=0.25*0.5+1*1+0.5*1+...+1*1+0.5*%1+0.74*%0=52.77. Similarly, Count ({S1l. high,
S6. high}) =39.33, Count ({S1. high, SUN. middle}) =24.86, Count ({S1. high,
TRA. middle}) =18.8, Count ({S3. middle, S5. middle}) =46.6, Count ({S3. mid-
dle, SUM. middle}) =52.7, Count ({S3. middle, TRA. middle}) =61.1, Count
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({ S4. high, S6. high}) =42.2, Count ({S4. high, SUM. middle}) =26.8, Count
({S4. high, TRA. middle}) =31.7, Count ({S5. middle, SUM. middle}) =33.07,
Count ({S5. middle, TRA. middle}) =43.13, Count ({S6. high, SUM. middle})
=19.27, Count ({S6. high, TRA. middle}) = 27.03, Count ({SUM. middle, TRA.
middle}) = 40.29.

8. C, is generated from the above C,, and fuzzy items less than the minimum support degree is de-

leted. It can be got that L, = {{Sl1. high, S4. high}, {S3.middle, S4.middle},
{S3.middle, SUN. middle}, {S3.middle, TRA. middle}, {S4. high, S6.
high}, {S5.middle, TRA. middle}, {SUN. middle, TRA. middle}}.

9. It can be obtained by connecting L, that C, = {{S3.middle, S5.middle, SUM. middle}, {S3.middle,

S5.middle, TRA. middle}}. Count ({S3.middle, S5.middle, SUN. middle}) =43.6>40; Count ({S3.middle,
S5.middle, TRA. middle}) =41.32 >40. Excavation work ends here.
10. By frequent item-set L, and L,, and minimum confidence of minconf=0.8, fuzzy association rules

are generated:
{S3 .middle > S5.middle } = SUM .middle , SUP=0.42, conf=0.8;

{S3 .middle > S5.middle } = TRA .middle , SUP=0.43, conf=0.8

5.3 Application of the Conclusion

From the above rules, it can be drawn that for student whose total scores and the training results in the
experiment are in the middle, their results in the experimental S3 and S5 are all in the middle, thus we
can strengthen training of experiments S3 and S5, so as to improve students’ achievements. In addition,
though some rules cannot meet the requirements of our minimum support and confidence, we can also
refer to its use in teaching to elevate students’ achievements, thus in the service of cultivation of profes-
sional capabilities for students.

The results of above association rules are reported to teachers, and according to the rules, when teach-
ers of this course are teaching the same course in the second semester, they shall focus on experiments of
S3 and S5. Also, S2 experiment with generally low results is also intensely trained. The average score of
this course in the second semester has been risen 9.59 percent, and the number of students whose scores
are more than 85 points has increased from 11.18 percent to 20.39 percent, which is a significant increase.

6 Conclusion

Association rule mining is extensively applied to many fields. Mining the potential association among
data items from the large-scale database also provides referable suggestion for the decision-making in the
industry. Fuzzy association rules mining algorithm takes advantage of the ideas of dealing with fuzzy and
uncertain problems in fuzzy set theory to keep the edge data, and makes good achievement in automatic
control, machine learning and other fields by the handling method which more conforms to the semantic
expression and thinking mode of human.

Based on the performance data of the course of Linux application for students in 2011 of a certain ma-
jor of a vocational technical institute in Hainan, this paper has realized the data analysis of students’ per-
formance by using fuzzy association rules and has drawn some conclusions, which has provided decision
support for teachers with certain effects achieved. In the next phase of work, a further excavation study
can be made by combining students’ strengths and interests, and subjective and objective factors for
teachers, etc. Data mining technique can be fully applied to the analysis of performance to help teachers
and administrators gain valuable “knowledge”, so as to provide services for teaching, which is a great
help to the improvement of teaching quality in higher vocational colleges.
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