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Abstract. The conventional sparse coding-based super-resolution image reconstruction methods cannot preserve the image local smoothing structures, i.e., has not considered the smoothness between patches in the reconstruction process. In this paper, we introduce the manifold regularization to constrain the image patches lay on the intrinsic smoothing manifold, and incorporate the image nonlocal self-similarity into sparse representation model to improve the accuracy of the sparse coefficients, thus more accurate high-resolution patches can be obtained and used to reconstruct the better high-resolution image. Accordingly a novel Manifold-Regularization Super-Resolution Image Reconstruction algorithm (MSIR algorithm) is proposed. Experimental results on benchmark medical images and the publicly available medical image sets (100 images) demonstrate the effectiveness of MSIR algorithm outperform the four classical super-resolution reconstruction methods.
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1 Introduction

Image super-resolution has wide applications in video surveillance, medical imaging, remote sensing, digital photography and computer vision. Generally speaking, the target of image super-resolution methods is to recover a high-resolution image from one or a sequence of low-resolution images. In the field of computer vision, analysis and research have been focused on super-resolution image reconstruction techniques, with which more detailed image texture and relevant information could be obtained without using the expensive physical instrument. For example, when conducting computer tomography scan in medical, an improvement in the spatial resolution is expected with constant radiation dose. Thus, the width of the focal point and collimator aperture of the detector could be reduced. However, on the one hand, if the focal point is small, radiation dose received will be reduced, which will affects the density resolution, on the other hand, the detector count rate will decrease, which will have to extend the acquisition time to ensure the count rate. If the probe unit is reduced, it will be not only expensive but also reduce the detector count rate. So in order to improve the count rate of the detector, it must extend the acquisition time or increase focal point width [1]. In this case, improving the image resolution by the way of the software has become a research focus.

Spatial resolution and density resolution are two key indicators of medical images. Density resolution represents the minimum density difference which can be displayed in the image. Density resolution of the medical image was constrained by the noise and the size of the display, the less noise and bigger display, the density resolution is better. In the medical equipment, spatial resolution is referred to as geometric resolution or high contrast resolution, which refers to the ability to identify the fine structure in the case of high contrast. In the evaluation of the quality of medical images, the spatial resolution is the first con-
sider content. So in order to improve the resolution of image, the spatial resolution is the main content to
describe. That is enhancing spatial resolution is an alternative solution to improve the resolution, i.e. it
can be used to discriminate the smallest possible details which can be seen, and so on. This issue has
attracted researchers with high interest for medical applications, such as literature [2-7] for medical im-
ages. But how to strengthen the spatial resolution meanwhile effectively reducing noise is still a challeng-
ing problem in medical imaging.

The current image super-resolution reconstruction methods fall into three main categories: interpola-
tion-based methods [6, 9, 10, 17], reconstruction-based methods [26] and learning-based methods [8, 11,
12-16]. The conventional interpolation-based super-resolution reconstruction methods [9] improved im-
age resolution, but noise and blur will be introduced. The reconstruction-based super-resolution methods
[26] need to develop and seek new motion model to accurately estimate motion. The learning-based
methods, the hotspot in the super-resolution, learn the relationship between high and low resolution im-
age from the training samples and extract the information needed through machine learning methods. As
a priori knowledge, this relationship is able to guide the super-resolution reconstruction and satisfactory
results have been achieved. For example, Yang et al. introduced the sparse coding to super-resolution
reconstruction [16] for the first time, and assumed that the low-resolution image can be linearly ex-
pressed by the training sample set. With linear programming methods, the high/low dictionary pairs were
trained and sparse coefficients of the low-resolution image patch were obtained under the complete dic-
tionary. Then, the high-resolution patch was expressed with the dictionary and the sparse coefficients.
However, artifacts would appear in the image with this method, such as ringings, jags and zippers in the
region of edges. The main reason is that the sparse coding does not consider the image local smoothing
structures and that the coefficients rely on the over complete dictionary. Being aware of the similar short-
comings, Dong et al. proposed a method named sparse representation based on image interpolation with
nonlocal autoregressive modeling [17]. Nonlocal redundancy was employed to adjust the sparse repre-
sentation model minimization to reconstruct the low-resolution image. Such kind of nonlocal similarity
has been successfully used in the image processing [18-25].

Considering the facts that (1) sparse coefficients highly depend on the over-complete dictionary pairs,
which possibly generate over-sampling image or under-sampling image; (2) the image local smoothing
structures, produce artifacts, such as the ringings and jags, are not considered in the process of image
reconstruction; (3) the medical images have a rich amount of nonlocal redundancy, and nonlocal similar
patches to a given patch could provide nonlocal constraint to the local smoothing structure [18-25]; (4)
using image intrinsic manifold constrains image structure such as used in literature [27-29], which can
make the reconstructed image natural and smooth. So we introduce the manifold regularization to con-
strain image patch lay on the intrinsic smooth manifold, and make full use of the non-local similarity
patch as priori knowledge, and get the best sparse coefficient by weights averaging model, which make
the coefficient more accurate. Moreover we also redefine the concept of similarity between two patches.
Experimental results demonstrate that the proposed method outperforms other state-of-the-art super-
resolution methods in terms of Peak Signal to Noise Ratio (PSNR) as well as perceptual quality metrics
Structural Similarity Index Measurement System (SSIM). The benefits are: (1) searching k similar
patches of the given patch, and using the non-local similar patches to adjust the sparse coefficients, which
can make the sparse coefficients more close to the real sparse coefficients; (2) introducing the manifold
regularization to constrain the image lay on the intrinsic smooth manifold, which can make the recon-
structed image keeping smoothing structures; (3) to improve the quality of reconstructed image, a new
criterion which is alterable (expanding several pixel around the object pixels), different from the litera-
ture [12] and [17] using the fixed window to measure the similarity between two patches, is adopted to
measure the similarity between two patches, the detailed information can be found in subsection 3.1.

In the paper, a new method named manifold-regularization image super-resolution reconstruction algo-
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2 Related Works

Learning-based methods is the hot spot in the field of super-resolution reconstruction, in which neighbor embedding [12,15], example-based method [11] are commonly used. However, most learning-based super-resolution algorithm lack of effective learning method to express the a priori knowledge, and finding out the matching information from the priori knowledge is difficult. To solve this problem, Yang et al. introduced sparse coding to super-resolution reconstruction [16] for the first time, significantly reducing the computational cost substantially and improves the reconstructed image quality.

The target of sparse coding is to represent an input vector approximately as a weighted linear combination of a small number of basis vectors called basis atoms by using the sparse combination coefficients. Assuming that the matrix $D \in \mathbb{R}^{n \times K}$ ($n < K$) is an over-complete dictionary, in which each column vector is a $n$-dimension atom, the vector $x \in \mathbb{R}^n$ is a signal which can be linear represented by the over-complete dictionary $D$ and the coefficient $\alpha = [\alpha_1, ..., \alpha_k]^T \in \mathbb{R}^K$, that is

$$\min_\alpha \|z\|_1 \text{ s.t. } \|D\alpha - x\|_2^2 \leq \varepsilon \quad (1)$$

Reconstruction constraint assume that the low-resolution signal is defined as the follows [16]

$$y = SHx = SHD\alpha \quad , \quad (2)$$

where $H$ represents a blurring filter, and $S$ the down-sampling operator.

The Eq.(1) is an underdetermined equation, as the dictionary is over-complete. Correspondingly, the Eq.(2) cannot be determined either. Donoho proved that the Eq.(1) can find the answer only when the coefficient is sparse enough. That is to say that the high-resolution image patch $x$ can be represented by the sparse linear combination of the high-resolution dictionary $D_h$, that is

$$x \approx D_h \alpha \text{ s.t. } \|\alpha\|_0 \leq K \quad (3)$$

where $\alpha$ is the sparse coefficient.

The super-resolution problem via sparse representation is often performed in two phases: training phase and Sparse Representation phase (SR phase).

- Training phase: Given the sampled training image patch pairs $P = \{X^i, Y^i\}$ where $X^i = \{x_1, x_2, ..., x_n\}$ are the set of sampled high-resolution image patches and $Y^i = \{y_1, y_2, ..., y_n\}$ are the corresponding low-resolution image patches, the goal of this phase is to learn dictionaries for high-resolution and low-resolution image patches, so that the sparse representation of the high-resolution patch is the same as the sparse representation of the corresponding low-resolution patch. $D_l$ and $D_h$ are determined by minimizing the following problem [16]

$$\min_{\{D_l, D_h, \alpha, \varepsilon\}} \frac{1}{N} \|X^i - D_h Z\|_2^2 + \frac{1}{M} \|Y^i - D_l Z\|_2^2 + \kappa \left(\frac{1}{N} + \frac{1}{M}\right) \|Z\|_1 \quad (4)$$

where $N$ and $M$ are the dimensions of the high-resolution and low-resolution image patches in vector formation, $Z$ denotes the co-codes of all high-low image patches. Finally, the same learning strategy is used in the single dictionary case for training the two dictionaries for SR purpose.

- SR phase: To estimate the high-resolution image from the low-resolution image $Y$, the sparse representation of the patch $y$ is determined by solving the sparse-coding problem:

$$\min_\alpha \|\alpha\|_1 \text{ s.t. } \|FD_l \alpha - Fy\|_2^2 \leq \varepsilon_1 \quad \|RD_h \alpha - \varpi\|_2^2 \leq \varepsilon_2 \quad (5)$$

where $F$ is a feature extraction operator, and the matrix $R$ extracts the region of overlap between the current target patch and previously reconstructed high-resolution image, and $\varpi$ contains the values of the previously reconstructed high-resolution image on the overlap [16]. Given the optimal
solution $\alpha_i$ to Eq.(5), the high-resolution patch $x_i$ can be reconstructed as $x_i = D_{x_i} \alpha_i$.

In order to improve the quality of reconstruction, it is noted that Eq. (5) does not require exact equality between the low-resolution patch $y$ and the reconstructed patch $D_{x_i} \alpha$. As a result, it may not satisfy the reconstruction constraint (2) exactly. This discrepancy is eliminated through projection $X_o$ onto the solution space of $SHX = Y$, that is

$$X^* = \arg \min_{\alpha} \|SHX - Y\| + \epsilon \|X - X_o\|^2$$  \hspace{1cm} (6)$$

The solution to this optimization problem can be efficiently computed using gradient descent. The update equation for this iterative method is

$$X_{t+1} = X_t + \nu [H^T S^T (Y - SHX_t) + c(X - X_o)]$$  \hspace{1cm} (7)$$

where $X_t$ is the estimate of the high-resolution image after the $t$th iteration, $\nu$ is the gradient descent. The result $X^*$ is taken from the previously mentioned optimization as the final estimate of the high-resolution image. This image is as close as possible to the initial SR $X_o$ given by the sparse, while respecting the reconstruction constraint [16].

3 The Proposed Method

The conventional sparse representation for super-resolution method cannot preserve the image local smoothing structures. It is assumed that the low-resolution image is directly down-sampled from the original high-resolution image, but only use a one-pass algorithm which constrain the current reconstructed patches to closely agree with the previously computed adjacent high-resolution patches to enforce the compatibility between adjacent patches (refer to Eq.(5)). It really improves the compatibility between adjacent patches, but only this and the trained dictionary cannot impose structural constraint on the missing pixels or well preserve the local smoothing structures. Fortunately, the manifold can constrain the image patches local smoothing structures [27-29] and the nonlocal self-similarity is effective in preserving the local structure [18-21]. So the manifold regularization is introduced to constrain the image patches lay on the intrinsic smoothing manifold, and to incorporate the image nonlocal self-similarity into sparse representation model to improve the accuracy of the sparse coefficients (refer to subsection 3.2). In addition, in order to get a reasonable similarity measure between two patches, we adopt a new criterion (refer to subsection 3.1) to obtain the similar patches, which is different from literature [12] and [17].

The main flow chart of our algorithm is shown in Fig. 1 where LR and HR respectively denote the abbreviations of Low-Resolution and High-Resolution.

As is shown in Fig.1, the $t$ image patches are firstly obtained by partitioning the up-sampled LR image into the overlapping patches. Then, a HR image patch with corresponding to each image patch is recovered by the MSIR algorithm. All image patches can be handled to be HR image patches. Finally, each pixel of the HR image is acquired by computing the mean value of the accumulated recovered $t$ patches in the overlapping position. Shown in the dashed box are the details about the HR image patch reconstruction by the MSIR algorithm. The $k$ similar patches obtained by a new criterion of the given patch is firstly used to approximately represent the given patch, denoted by $p_i$, which can constrain the image patch local smoothness, and the weight of patches can be obtained, denoted by $\omega_{ii}$. Then, the image nonlocal self-similarity is incorporated into sparse representation model to obtain the amended sparse coefficient, using the patch weights and corresponding sparse coefficients to mend the sparse coefficients. In which the LR dictionary and the HR dictionary are used to compute the sparse coefficient and the recovered patch $p_2$, and the sparse coefficient is obtained by solving the approximate equation (refer to Eq.(15)). Finally, the HR image patch can be obtained through the fusion patch equation (refer to Eq.(16)).
3.1 The Similarity Measure between Image Patches

Medical images have a rich amount of nonlocal redundancy (e.g., repetitive image structures across the image). In the image processing, the similarity is decided by the space structure, that is to say, the evaluation object is often the window region surrounding the pixels. Fig. 2 illustrates a more effective method for the nonlocal similarity. For pixels \( m \) and \( n \), we can get the square window of \( b1 \) and \( b2 \). Computing the similarity between \( b1 \) and \( b2 \) decides the similarity between pixels \( m \) and \( n \). i.e. literature [12] and [17], which can find the similar patches but cannot ensure that the similar patches are compatible with the object patch especially in the region of edges. In this case, we can appropriately expand several pixels around the object pixels to search the similar patches, and later resize them to get the similar patches, which not only can gain the similar patches of the object patch, but also can ensure the similar patches are compatible with the object patch.

In Fig. 3, assuming that the low-resolution image patch (the yellow square) size is \( \sqrt{s} \times \sqrt{s} \), and putting it as the center to form a matching patch (the blue square) with the size of \( (\sqrt{s} + u) \times (\sqrt{s} + u) \), the similar patches of the matching patch is searched within a large range (the red line square). For simplicity, the Euclidean distance is utilized to decide the similarity between matching patches. Then the similar patches of the low-resolution patch (the yellow square) can be acquired by extracting \( \sqrt{s} \times \sqrt{s} \) pixels from the center of the similar patches. The Euclidean distance is computed as follows:

\[
\|d_i\|_2 = \|y_i - y_i\|_2
\]
where $y_i$ is the low-resolution patch, $y_{ij}$ is the $j$-th neighbor patch of the patch $y_i$.

**Fig. 3.** The searching of the nonlocal similarity

### 3.2 Manifold-regularization Super-resolution Algorithm between Neighborhood Patches

Presented in this subsection is the manifold-regularization super-resolution reconstruction algorithm, including two main phases: training phase and super-resolution reconstruction phase.

**Training phase.** From the training images, we can extract a high-resolution image patch set $X^h$ and be vectorized, denoted as $X^h = \{x_1, x_2, \ldots, x_n\}$. Then, for each $x_i$ of $X^h$, the down-sampling processing is applied to produce a corresponding low-resolution image patch set $Y^l = \{y_1, y_2, \ldots, y_n\}$, that is

$$
Y^l = SHX^h
$$

We consider $X^h$ as high-resolution patches and $Y^l$ as the corresponding low-resolution patches, and $H$ is a blurring filter, and $S$ is the down-sampling operator. Consequently, we obtain a database of high-resolution/low-resolution patch pairs, in which we use the first- and second-order gradient as the feature for the low-resolution patch due to their simplicity and effectiveness. They are normalized into the dictionary pair with corresponding to the high-resolution and low-resolution, i.e.

$$
(D_h, D_l) = \left( \frac{X^h}{\|X^h\|}, \frac{Y^l}{\|Y^l\|} \right)
$$

Super-resolution reconstruction phase. In sparse representation of traditional super-resolution image construction algorithm, the sparse coefficients are obtained by solving the optimization problem Eq.(5), it considered the compatibility between adjacent patches, but it still cannot impose structural constraint on the missing pixels and well preserve the image local smoothing structures. The main reason is that it doesn’t consider itself relevant information, and use the trained dictionary to linear represent image patches, which may cause reconstructed image over-sampling or under-sampling. In medical image, fortunately, the nonlocal similar patches to a given patch could provide nonlocal constraint to the local smoothing structure. So in this paper, we make full use the $k$ similar patches to adjust the sparse coefficients, and use the manifold regularization to constrain the image local smoothing structures.

In the reconstruction process, we use the bi-cubic up-sampling the low-resolution image $Y$, and partition it into the overlapping patches, denoted by $y_i$. The patch $y_i$ may have many nonlocal neighbors $y_{ij}$ which are similar to it but spatially far from it in the image. The similarity weight between the image patch $y_i$ and its $j$-th nonlocal neighbor $y_{ij}$ is generally computed by the following heat-kernel function:

$$
\omega_{ij} = \exp(-\|y_i - y_{ij}\|/h)/W
$$

where $h$ is a predetermined scalar and $W$ is a normalization factor.

The manifold smoothing between neighborhood image patches can be guaranteed by minimizing the weighted L2-norm divergence, that is:
According to the normalized weight \( \omega_{ij} \), obviously, these nonlocal similar patches \( y_y \) can be used to approximate \( y_i \), i.e.

\[
y_i \approx \sum_{j=1}^{K} \omega_{ij} y_y
\]  

(13)

Moreover, co-sparsity characteristics should be used as reconstructing the high-resolution image patch. The weights of the similar patches are used to average the sparse coefficients, and constrain the reconstructed image patch close to the high-resolution patch. This is different from the constraint of the sparse coding method [16] which guarantees the compatibility between adjacent patches with a consistent overlap portion. So the sharing sparse coefficient \( \delta_i \) is computed by the following objective function:

\[
\begin{align*}
\min \| \delta \| \quad & s.t. \\
\| D_i \delta_i - \sum_{j=1}^{K} \omega_{ij} D_j \alpha_y \|_2 \leq \epsilon_1 \quad (a) \\
\| x_i - D_h \delta_i \|_2 \leq \epsilon_2 \quad (b)
\end{align*}
\]  

(14)

where \( D_i \) is the low-resolution dictionary, \( \alpha_y \) is the sparse coefficients which can be obtained by solving the optimization problem Eq.(5), and \( D_h \) is the high-resolution dictionary.

Get the optimal solution to Eq.(14), the high-resolution patch can be denote as \( p_2 = D_h \delta_i \), where \( p_2 \) is the high-resolution patch by sparse representation. In this paper, for simplicity, we only use the constraint (a) of the Eq.(14) to solve the coefficient that is we directly use the coefficients averaged by weights to approximately represent the sparse coefficient of the patch, denote as

\[
\delta_i \approx \sum_{j=1}^{K} \omega_{ij} \alpha_y
\]  

(15)

So we can get \( p_2 \) by sparse representation. Then we can obtain the high-resolution patch \( x_i \) by integrating the patch \( p_2 \) and the patch reconstructed by manifold smoothing. The reconstructed high-resolution patch \( x_i \) is determined by the following formula:

\[
x_i = (1 - \lambda) p_2 + \lambda \sum_{j=1}^{K} \omega_{ij} y_y
\]  

(16)

where \( \lambda \) is a fidelity parameter.

The high-resolution patch obtained is located correspondingly in the image, the overlap is marked until all the patches finish. Then the mean of the pixel in the overlap area is computed. If the super-resolution image patches are filled into the corresponding region of a zero matrix with the dimensions of the required super-resolution image, noted as \( X' \), then the initial reconstruction image \( X_0 \) is computed as

\[
X' = \sum_{i=1}^{l} B_i x_i
\]  

(17)

\[
X_0 = X'/ \text{sign}
\]  

(18)

where \( B_i \) is an operator which keeps the patch in its position in the whole super-resolution image region. \( x_i \) is the \( i \)-th high-resolution patch, \( \text{./sign} \) is element-wise division, \( X_0 \) is the high-resolution image, \( \text{sign} \) is a matrix which content is the time number of overlap pixel in a certain pixel. But, we notice that the high-resolution image \( X_0 \) probable does not satisfy the constraint (b) of the
Eq. (14), so we assume that all the sparse coefficients satisfy the constraint (b), the reconstructed image will satisfy

$$\|X - X_0\|_2 \leq \varepsilon_2$$  \hspace{1cm} (19)

where $X$ is the high-resolution image, $X_0$ is the reconstructed image. In order to solve this equation, we project $X_0$ onto the solution space of $SH_X = Y$, one hand it can reduce the influence of the noise, on the other hand it can ensure the equality between the low-resolution patch $y$ and its reconstruction $D_y \delta$

$$X^* = \arg \min_X \|Y - SH_X\|_2^2 + c \|X - X_0\|_2^2$$  \hspace{1cm} (20)

We can solve this problem using gradient descent. The update equation for this iterative method is

$$X_{t+1} = X_t + \nu[H^TS^T(Y - SH_{X_t}) + c(X - X_0)]$$  \hspace{1cm} (21)

where $X_0$ is the reconstructed high-resolution image after the $t$-th iteration, $\nu$ is the step size of the gradient descent [16]. Then we can get the final high-resolution image.

3.3 Summary of the Algorithm

The manifold regularization is introduced to constrain the image patch local smoothing structures and incorporate nonlocal similarity into sparse representation to improve the accuracy of the coefficient. The algorithm is to search $k$ similar patches of the given patch, and to calculate the weighted average of the sparse coefficients. The coefficients can depend not only on the sample patches in the given database but also on the similarity between the input patches. And adding the manifold regularization to constrain the image patches lay on the intrinsic smoothing manifold, which can insure the reconstructed patches having local smoothing structures. Meanwhile, in order to ensure the similar patches are close to the object patch especially in the region of edges, a new similarity criteria, different from literature [12] and [17], is introduced. The main procedures of the proposed method i.e. Manifold-Regularization Super-Resolution Image Reconstruction (MSIR algorithm) are summarized in Algorithm 1.

<table>
<thead>
<tr>
<th>Algorithm 1: Manifold-Regularization Super-Resolution Image Reconstruction</th>
</tr>
</thead>
<tbody>
<tr>
<td>INPUT:</td>
</tr>
<tr>
<td>• Input the trained dictionaries $D_h$ and $D_l$ by Eq.(9) and Eq.(10).</td>
</tr>
<tr>
<td>• Use bi-cubic up-sample the low-resolution image $Y$.</td>
</tr>
<tr>
<td>OUTPUT:</td>
</tr>
<tr>
<td>• HR image $X^*$.</td>
</tr>
<tr>
<td>BEGIN</td>
</tr>
<tr>
<td>(1) Put the up-sampled image into patches $y_i$, size is $\sqrt{s} \times \sqrt{s}$, overlap $l$ pixels between adjacent patches.</td>
</tr>
<tr>
<td>(2) For each patch $y_i$ of the image $i=1, 2, 3, ..., t$, perform the following step iteratively:</td>
</tr>
<tr>
<td>(a) Search the similar patch $y_{ij}, j=1, 2, 3, ..., k$ of $y_i$ using the new similar measure between patches, and compute the mean pixel value $\bar{x}$ of patch $y_i$.</td>
</tr>
<tr>
<td>(b) Compute the weight coefficient $a_{ij}$ for the similarity patch $y_{ij}$ according to Eq.(11).</td>
</tr>
<tr>
<td>(c) Solve the optimization problem defined in Eq.(5).</td>
</tr>
<tr>
<td>(d) Optimization coefficient $\delta_j$ according to Eq.(15).</td>
</tr>
<tr>
<td>(e) Obtain the high-resolution patch $x_i$ by Eq.(16). Put the patch $x_i + \bar{x}$ into a high-resolution image patch.</td>
</tr>
<tr>
<td>(3) End</td>
</tr>
<tr>
<td>(4) Get the high-resolution image $X_0$, i.e. put the high-resolution patch $x$ together and compute the average value on the overlapping pixel of all high-resolution image patches using Eq.(17), (18).</td>
</tr>
</tbody>
</table>
(5) Using the gradient descent to get the final high-resolution image which satisfies the reconstruction constraint (b) of Eq.(14), according to Eq.(20) and Eq.(21) with $T$ times iterations.

END

3.4 Analysis of our MSIR Algorithm

Computational complexity. As outlined in Algorithm 1, major cost of the proposed algorithm is in the implementation of Step 2, for $t$ iterations. For each iteration, the computational complexity of Step 2(a) for searching the $k$ similar patches. First, compute the similarity among the patch is $O(M^s)$, $M$ is the total number of the patch in the searching window. Then, obtain $k$ patches which values are the top $k$ from the similar patch, this step yields $O(M \log M)$ complexity. Step 2(b) has $O(k)$ complexity. In Step 2(c), assume that the complexity of obtaining the sparse coefficient is $O(T_s)$ in the sparse coding super-resolution [15], so this step has $O(kT_s)$ complexity. Step 2(d) has $O(k^2)$ complexity. In Step 2(e), assume that the complexity of reconstructing a patch is $O(T_r)$ in the sparse coding super-resolution, this step has $O(T_r + k^2)$ complexity. As a result the computational complexity of Step 2 is $O(M^s + Mt \log M + kt + kT_s + 2k^2 + tT_r)$. As the computational complexity of Algorithm 1 mainly depends on Step 2, this result is also the computational complexity of this algorithm.

Note that the computational complexity of the proposed method strongly depends on the parameter $k$. In order to verify this relationship experimentally, simulations have been performed with magnification $sc=3$ on three images of sizes $50 \times 50$, $100 \times 100$ and $200 \times 200$ for several values of $k$ ranging from 1 to 10. We used a database comprising 1024 low-resolution and high-resolution patch pairs. Simulation was performed on a desktop computer with a dual core processor and 2GB RAM. Fig. 4 shows the overall computational time for various size of low-resolution images and values of $k$. We can see that these curves with the value of $k$ increases, the slope becomes larger.

![Fig. 4. The increasing of computational time via the increasing of $k$ in our MSIR algorithm](image)

In order to compare the computational speed of the proposed method with the NARM-SRM method [17] and the ScSR method [16], we have tested three methods on the high-resolution heart image of size $510 \times 510$. All tests have been done using Matlab R2012b on a dual core processor and 2GB RAM desktop. For the NARM-SRM, it takes about 1194.08 seconds. For the ScSR method, the reconstruction phase takes about 860.34 seconds. For our method, with the number of similar patch $k$ set to 4 and $\lambda$ to 0.35, the overall time is about 1432.31 seconds. The operation time required in SR phase of the proposed method is higher than that of the ScSR method. This is because the number of the similar patch $k$ and our implementation has not been optimized yet. So, how to reduce the computational complexity is the orient
of the efforts in the future. Empirical estimation on MSIR algorithm parameters. In this subsection, we investigate the effects of some parameters on the performance, namely the parameter $k$ and the regularization parameter $\lambda$ in Eq.(16). Here, we take the part of chest image for example to study how the parameters influence the reconstructed results in Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index Measurement System (SSIM). The PSNR and SSIM are a common criterion in image processing for recovery, and PSNR measure the intensity difference between two images and SSIM is evaluation the similarity between two images, but the SSIM can better express the structure similarity between the recovered image and the reference one, the detailed information can be found in the section 4.2. Fig. 5 shows the change of the PSNR and SSIM versus several values of $k$ in $[1, 2, 3, 4, 5, 6, 7, 8, 9, 10]$ and $\lambda$ in $[0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45, 0.50]$ for various value of $k$ and $\lambda$.

From Fig. 5, we can see that for different $k$ and $\lambda$, the PSNR value is different. The $\lambda$ is constant, the PSNR value increase smoothly and then decrease within the range of $k$ from 1 to 10, and when $k$ reach a certain value, the slope become larger. When $k$ is constant, the PSNR value increase within the range 0.05 to 0.35, but the span of increase is different, when the parameter $\lambda$ is 0.35, the polyline reached a peak, and larger than 0.35, the PSNR value decrease gradually. The trend of SSIM is pretty much the same as the PSNR, so here we don’t analysis it. That is why in our experiments, the parameter $k$ is set to 4 and $\lambda$ is set to 0.35.

4 Performance Evaluation

In this section, we test multiple images to verify effectiveness of the proposed method, and the proposed method is compared with the Bicubic interpolation (Bb) [9], the Neighbor Embedding-based SR method (NE) of Chang et al.[12], the Sparse coding-based SR method (ScSR) [16], and the Sparse representation based image interpolation with nonlocal autoregressive modeling (NARM-SRM) [17] in terms of both objective and subjective measures.

4.1 Experimental Configuration

The experimental simulation are performed on seven images used as Original test HR images and shown in Fig. 6: CT of chest, CT of heart, MRI of knee, CT of chest, CT of chest, CT of thorax, and CT of thorax. The training databases of all the methods are CT and MRI medical images which are public and can be downloaded from the internet. The high/low dictionaries include 1024 patch pairs extracted randomly from the training databases. The parameter $\lambda$ in Eq.(16) and the number of similarity patch $k$ are experimentally set to 4 and 0.35, respectively. The size of the up-sampling image patch is $5 \times 5$, the size of searching window is $15 \times 15$ and matching patch is $9 \times 9$. 

![Fig. 5. The different value of PSNR and SSIM via the increasing of $k$ and $\lambda$. (a) PSNR (b) SSIM](image-url)
4.2 Experimental Results

To prove the effectiveness of proposed method and evaluate the objective quality of the reconstructed images, we use two quality metrics, namely Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index Measurement system (SSIM) [30] to estimate the quality of the recovered image. We all know that the PSNR measures the intensity difference between two images, but it fails to describe the subjective quality of the image, the SSIM is evaluation the similarity between two images. Compared with PSNR, SSIM is one of the most frequently used metrics in the image processing, and it can better express the structure similarity between the recovered image and the reference one, and both of the PSNR and SSIM bigger are better according to the definition in literature [30].

Results on benchmark image. To better verify the proposed method, firstly, we stimulate on single image and describe the result. The parameter and criterion are mentioned in the above section. The best results of the methods are reported in Table 1 and the best value obtained is in bold number. We can observe that, the quantitative evaluations of the proposed method are superior to those of the Bicubic interpolation and the NARM-SRM, and slightly better compared with the NE-based method and the ScSR method.

Table 1. PSNR and SSIM comparison for $3 \times$ magnification

<table>
<thead>
<tr>
<th>Image</th>
<th>PSNR(dB)</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>26.63</td>
<td>36.88</td>
</tr>
<tr>
<td>(b)</td>
<td>26.38</td>
<td>36.64</td>
</tr>
<tr>
<td>(c)</td>
<td>29.07</td>
<td>36.60</td>
</tr>
<tr>
<td>(d)</td>
<td>19.97</td>
<td>32.81</td>
</tr>
<tr>
<td>(e)</td>
<td>17.99</td>
<td>30.77</td>
</tr>
<tr>
<td>(f)</td>
<td>20.63</td>
<td>32.79</td>
</tr>
<tr>
<td>(g)</td>
<td>19.78</td>
<td>32.34</td>
</tr>
</tbody>
</table>

In Fig. 7, we compare our method with several more state-of-the art methods on the CT image, including Bicubic [9], NE [12], ScSR [16], and the recently proposed method based image interpolation with nonlocal autoregressive modeling (NARM-SRM) [17]. The result from bi-cubic has many jogged effects along the edges and lost local texture. NE and ScSR generate sharp edges, but also lost local texture, especially in the salient edges. The NARM-SRM method gives a clear image, which has clear edges, but
introduces undesired smoothing that make the image unnatural. We also give the PSNR and SSIM for all the methods in the followed parentheses in the caption. Again, our method achieves the higher PSNR and SSIM among these methods.

Fig. 7. The super-resolution results of a desired region of interest of the CT image of heart [Fig. 6(b)] with magnification factor of 3. (a) Result of the bicubic interpolation (PSNR=26.38dB, SSIM=0.85). (b) Result of the NE method [12] with the number of neighbors $k=8$ (PSNR=38.40dB, SSIM=0.93). (c) Result of the ScSR method [16] (PSNR=38.64dB, SSIM=0.94). (d) Result of the NARM-SRM method [17] (PSNR=30.05dB, SSIM=0.89). (e) Result of our method (PSNR=39.04dB, SSIM=0.95). (f) Original test image.

Fig. 8 and Fig. 9 compare the outputs of our method with the based image interpolation with nonlocal autoregressive modeling (NARM) [17]. The NARM-SRM method is similar to ours in the sense that both methods are sparse representation problem, it cannot be denied that NARM-SRM image interpolation method can effectively reconstruct the edge structures and suppress the jaggy artifacts, achieving the best image interpolation results, but it introduces undesired smoothing, which make the image unnatural, and in the salient edge or line it losst local texture. We also can see the PSNR and SSIM in the followed parentheses in the caption, our method achieve the best result so far in terms of PSNR as well as perceptual quality metrics such as SSIM.

In Fig. 10, we compare our method with ScSR [16] on an image of the chest used in the literature [8]. From these figures, we can see that our method retains much more structures especially in the salient edge and has the smoothed structure in the edge. This is because the ScSR method does not consider the image local smoothing structures and the nonlocal similarity. Simultaneously, we also can see the PSNR and SSIM in the followed parentheses in the caption, the PSNR and SSIM value produced by our method are higher than other methods.

From the experiment, we can see that whether the subjective or objective aspect our method outperform other state-of-art super-resolution. But the proposed method also has several areas for improvement, such as the parameter $\lambda$ and $k$, the values we used in simulation are the experience value which is not always apt for all images, so what we record in the previous section is not the best and constant. Fig. 11, shows the scope of PSNR and SSIM when using different parameter, $k$ in $[1 3 5 7 9]$ and $\lambda$ in $[0.1 0.2 0.3 0.4 0.5]$, in different images which are the sequence of the heart, we can see that for a given image different parameter have several values and there are a span between the minimum and maximum value. So how to find an efficient and appropriate parameter for the given image is the direction of our efforts.
Fig. 8. The super-resolution results of a desired region of interest of the CT image of chest [Fig. 6(e)] with magnification factor of 3. (a) Result of the bicubic interpolation (PSNR=17.99dB, SSIM=0.53). (b) Result of the NE method [12] with the number of neighbors $k=8$ (PSNR=30.69dB, SSIM=0.64). (c) Result of the ScSR method [16] (PSNR=30.77dB, SSIM=0.65). (d) Result of the NARM-SRM method [17] (PSNR=17.72dB, SSIM=0.62). (e) Result of our method (PSNR=30.85dB, SSIM=0.67). (f) Original test image.

Results on multiple image. The following is the results simulating on the medical image set, the test image main include 100 medical images (50 chests and 50 hearts), and the medical image set is the public database and can be downloaded from the internet.

From the Fig.12, we can see that the PSNR and SSIM of our method are higher than other four methods, no matter the minimum value or maximum value. From the recorded data, we know that it compared with the bicubic interpolation (Bb) [9] PSNR improvement on average 10.10dB, SSIM average upgrade 0.16, compared with the Neighbor Embedding-based SR method (NE) [12] PSNR improvement on average 0.87dB, SSIM average upgrade 0.05, compared with the Sparse coding-based SR method (ScSR) [16], PSNR improvement on average 0.70dB, SSIM average upgrade 0.04, compared with the Sparse representation based image interpolation with nonlocal autoregressive modeling (NARM-SRM) [17] PSNR improvement on average 6.98dB, SSIM average upgrade 0.07. Those data prove that our idea is feasible and effective on the medical image.

5 Conclusion

In this paper, a novel method named manifold-regularization super-resolution image reconstruction is proposed. The conventional sparse representation methods can’t preserve the image local smoothing structures, since the sparse coefficients obtained by the paired dictionary may not be the most close to the real sparse coefficient, and this method has not considered the smoothness of the patches. The image nonlocal self-similarity is exploited to improve the accuracy of the coefficients, and the manifold regularization to constrain the image patches lay on the intrinsic smoothing manifold. Additionally, in order to ensure the compatible between the similar patches and the object patch especially in the region of edges, a new criterion is adopted to measure the similarity. Extensive experimental results demonstrated that the image local smoothing structures can be effectively preserved with the proposed MSIR method. In the future works, further study is needed to change the rule of the parameters, and find a more reasonable and adaptive setting of them. Moreover, efforts will be made to use the classification to train the dictionary for reducing the complexity of the algorithm.
Fig. 9. Results on the MRI image of knee [Fig. 6(c)] with magnification factor of 3. (a) Result of the bicubic interpolation (PSNR=29.07dB, SSIM=0.77). (b) Result of the NE method [12] with the number of neighbors $k=8$ (PSNR=36.65dB, SSIM=0.85). (c) Result of the ScSR method [16] (PSNR=36.80dB, SSIM=0.85). (d) Result of the NARM-SRM method [17] (PSNR=31.62dB, SSIM=0.84). (e) Result of our method (PSNR=36.89dB, SSIM=0.86). (f) Original test image.
Fig. 10. Results on the CT image of thorax [Fig. 6(g)] with magnification factor of 3. (a) Result of the bicubic interpolation (PSNR=19.78dB, SSIM=0.64). (b) Result of the NE method [12] with the number of neighbors $k=8$ (PSNR=32.14dB, SSIM=0.75). (c) Result of the ScSR method [16] (PSNR=32.34dB, SSIM=0.76). (d) Result of the NARM-SRM method [17] (PSNR=21.46dB, SSIM=0.75). (e) Result of our method (PSNR=32.42dB, SSIM=0.78). (f) Original test image.
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![Boxplot of PSNR and SSIM](image)

**Fig. 11.** Objective image quality measures with respect to different CT images of the heart. Each boxplot reflects the minimum, maximum and the median value of the image with different parameters $k$ and $\lambda$. (a) PSNR. (b) SSIM.

![Boxplot comparison of PSNR and SSIM](image)

**Fig. 12.** PSNR and SSIM boxplot illustrate the effectiveness of our method compared with other methods, the Bicubic, NE, ScSR, and NARM-SRM from left to right. (a) PSNR. (b) SSIM.
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