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Abstract. Wireless Sensor Network (WSN) applications, there may be many low-powered sensor 

nodes which can communicate with each other by wireless techniques. Due to limited power 

supply, the satisfiability of performability properties, which include energy constraints espe-

cially, must be confirmed in design phase. This will help one to avoid implementing impractica-

ble designs. A typical performability property may be as follows: the probability that the energy 

consumption of a sensor node is smaller than 5 if it operates correctly in 1 hour is bigger than 

0.90. Stochastic model checking is a successful and well established technique for formally veri-

fying performability properties of systems which exhibit stochastic behavior. This paper intro-

duces continuous time Markov Chain (CTMC) enhanced with reward structures to model the 

dynamic behavior of a sensor node. The performability specification which includes energy con-

straints can be depicted by continuous stochastic reward logic (CSRL). Our main contribution is 

a verification approach of sensor nodes’ performability properties, which include energy con-

straints especially, based on stochastic model checking technique. Moreover, we show the appli-

cability of the approach and provide some experimental results by stochastic model checker 

MRMC. 

Keywords: markov processes, performance evaluation, stochastic model checking, wireless sen-

sor network  

1 Introduction 

Recently, Internet of Things (IoT) has engaged many attentions from many academics and industrial 
institutions [1-2]. It allows any physical thing to be connected to the Internet anytime, anyplace, by using 
any network and any service [3]. There have been many application domains of IoT such as aerospace 
and aviation, intelligent buildings, medical technology and healthcare, environment monitoring, people 
and goods transportation, agriculture and breeding, etc. [3-4]. 

As a networked information sensing and data gathering system, Wireless Sensor Network (WSN) is an 
important basic component of IoT and can be viewed as the “teleneuron” of it [2-3]. Concretely, a large 
number of sensor nodes in WSN serve as the bridge between physical things and Internet. In many IoT 
applications, there may be many small, cheap, and low-power sensor nodes which are used to monitor 
physical or environmental conditions and can communicate with each other via wireless technology [5]. 
As sensor nodes operate on limited battery power, energy supply and management is a very critical task. 
There have been some significant researches that focus on energy harvesting and minimizing [6] by now. 
Generally, the existing work mainly concentrate on energy harvesting or energy saving. The former in-
volves that the sensor nodes replenish their energy from energy source such as solar energy, vibration 
energy, thermal energy, and etc, and however, the later focuses on how to save the energy when in prac-
tice by some policies in order to increase the lifetime of network given that there is no additional energy 
supply. 

Apparently, for a majority of IoT applications, the energy supply is not boundless. In other words, it is 
inevitable that the usable energy cannot sustain the practical application adequately even though one can 
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adopt some energy harvesting or energy saving techniques. Furthermore, the costs of energy harvesting 
or energy saving are always exorbitant relative to the cheap price of a sensor node itself. Accordingly, in 
design phase, it is very important that ensure the energy consumption of the considered application 
should fall in an acceptable interval. If not, one has to modify the design model or blueprint possibly.  

Several techniques have allowed for evaluating the performability of WSN applications such as meas-
urement, simulation, analytical and numerical methods, and etc [7-8]. All these methods can be divided 
into two types, i.e. test and verification. It is evident that the former method can only show the presence 
of errors, not their absence [9-10]. As a result, formal method is a good choice by which we should verify 
the performability of a wireless sensor node. Stochastic model checking is a successful formal method for 
checking quantitative properties of systems that exhibit stochastic behavior [11-13]. Its basic idea is to 
construct a random model that captures the system’s dynamic behavior, and then employ it to check for-
mally-specified properties. The strength of stochastic model checking technique bases on its exhaustive-
ness and completeness [11-13].  

Some previous works of performability evaluation of WSN nodes are mainly focused on the time con-
sumption. Many WSN applications are real-time, e.g., real-time embedded systems or real-time networks, 
and timed automata can be used to model and analyze the timing behavior of computer systems. In order 
to reason about the correctness of a low-power embedded system, timed automata is employed for speci-
fying a sensor node application of low-power embedded systems, and the conformance of a real system 
and its expected behavior by using standard model checker Uppaal [14]. Analogously, Tschirner, Xue-
dong and Yi examined how to employ timed automata and Uppaal tools for validating the timing parame-
ters of the sensor nodes such that the desired QoS requirements are satisfied  [15]. Demaille, Peyronnet 
and Hérault employs Discrete Time Markov Chain (DTMC) modeling the sensor node behavior, and 
apply Approximate Probabilistic Model Checker to verify the correctness, which is written by Linear 
Temporal Logic (LTL) specifications [16]. Abo and Barkaouihas proposed a method for checking the 
performability properties of mobile WSNs, which are modeled with the stochastic Pi-calculus, by means 
of probabilistic model checking and PRISM [17]. 

However, the above works do not consider how to verify the performance and dependability properties 
which include the constraints of energy consumption. This paper introduces stochastic model checking 
technique to the performance and dependability evaluation of wireless sensor node, which are ubiquitous 
in IoT or WAN application areas. We employ reward structures to capture the energy consumption of a 
wireless sensor node when it running. A wireless sensor node can be modeled by Continuous Time 
Markov Chain (CTMC) which is enhanced with reward structures, i.e. Continuous Time Markov Reward 
Model (CMRM).  

The remainder of this paper is organized as follows. Section 2 gives some description of the motiva-
tion and requirements and presents the foundations used in our modeling. Section 3 introduces the tempo-
ral logic CSRL Afterwards, in Section 4, we describe the stochastic model checking processes of a low-
powered sensor node and present the verification results, and the paper is concluded in Section 5. 

2 Preliminaries 

2.1 Motivation and Requirements  

In WSN, sensor nodes can sense, gather and process information from their environment and transmit the 
corresponding data to its neighbor nodes or base stations. Each sensor node, which is employed for moni-
toring bounded neighboring phenomena in collaboration with the other nodes, is small, and thus with 
limited resource constrained in terms of processing and data storage capacity, and energy especially. A 
typical wireless sensor node, which is battery-powered mostly, may consist of five main subsystems and 
can be described as follows [18-20]: A sensing subsystem includes one or more sensors which may be 
certain type and with associated A/D converters for data acquisition. A processing subsystem is with 
responsibility for local data processing, and a radio subsystem for wireless data communication. A power 
subsystem supply limited power and manage its power policy. Furthermore, sometimes there may be a 
location changing engine which can change the location around its environment if necessary.  

The lifetime of battery-powered sensor networks depends on the number of active nodes and connec-
tivity of the network [19]. Apparently, when running, if the energy supply of a sensor node depletes, it 
will cease to operate and discount from the wireless sensor network, and this may significantly impact 
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the function or the performance of the whole WSN application [19]. Hence, we must ensure that the en-
ergy supply is efficient for a WSN application before it will be in practice. However, the energy supply 
cannot be infinite. In addition, in some domains, it is difficult to recharge or replace a sensor node’s bat-
tery once deployed [19-20], or this may spend much money. In this paper, we do not focus on energy 
harvesting or energy conservation techniques, but the evaluation methods of performability properties, 
which include energy constraints especially, in designing model before deployed. We evaluate the energy 
consumption of a wireless sensor node whether obey a certain bound. If not, the design model need to be 
modified based on the constraints and evaluation results. According to the duality between time and re-
ward, which means that the progress of time can be regarded as the earning of reward and vice versa [12, 
21], when running, the response time and energy consumption are the main aspects which we will con-
sider simultaneously.  

Example 1: As a running example, we consider a simple wireless sensor network application. Its ob-
jective is to sense, receive and process data in a bounded area, and then to forward the information. We 
assume that this type of nodes have the following modules such as sensor, communication, computation, 
power, storage, and etc. Initially, the node is in sensing mode. When some sensor data is collected it will 
receive all these data, and then process them. When finishing the process procedure, it will forward the 
information towards some fixed and distinguished sensor nodes or base stations. Apparently, the energy 
consumption levels of distinguished mode are different. 

In design phase, for the above wireless sensor node example, consider an event that the sensed data is 
received, processed and sent successfully, we may ask the following questions in natural language: 

Q1: The probability of the event occurs when the maximal response time falls into [0, 10]; 
Q2: The probability of the event occurs when the maximal energy consumption is smaller than 20; 
Q3: The probability of the event occurs when the maximal response time and energy consumption fall 

into the interval [0, 10] and [0, 20], respectively; 
The above questions are performance and dependability properties. In the area of formal verification 

and analysis, states transition systems (STS) are often used as models to describe the behavior of systems. 
A state denotes a relative steady period, and only in this period one can observe or capture some avail-
able information of the considered system. Therefore, a state describes some information about a system 
at a certain moment of its behavior. In performability evaluation, the employed model is usually a prob-
abilistic or stochastic extension style of STS.  

In this paper, we will answer these questions by stochastic model checking technique. We describe the 
basic idea of stochastic model checking firstly, and then introduce the basic definitions of the employed 
models and temporal logic. 

2.2 Overview of Stochastic Model Checking 

Model checking is a formal verification technique that explores all possible states of considered system 
in a brute-force manner [10], i.e., it allows for desired properties of a considered system to be verified on 
the basis of suitable model of the system through inspection of all states of the system model [10]. Its 
notable character is that it is completely automatic and it can offer counterexamples in case a model fails 
to satisfy a property. It is a very attractive approach toward the correctness of information and communi-
cation systems. 

Probability is an important phenomenon in the design and analysis of information and communication 
systems. It can be used to model unreliable or unpredictable behavior in order to analyze system per-
formance and dependability. Stochastic model checking, which is an extension of traditional model 
checking, is a successful and well established technique for formally verifying performance and depend-
ability of a finite state system which exhibits stochastic behavior. Initially, it involves the construction of 
a stochastic model of the real-life system which is to be verified. Generally, the frequently-used theoreti-
cal model may be discrete-time Markov chain (DTMC), Continuous-time Markov Chain (CTMC) or 
Continuous-time Markov Decision Process (CTMDP) which represents all possible configurations the 
system may be in and all transitions which may be triggered. The respected properties to be verified are 
also formally specified as formulas of a kind of stochastic temporal logic such as Continuous Stochastic 
Logic (CSL) and Continuous Stochastic Reward Logic (CSRL), and etc. [22-24]. These logics are capa-
ble of expressing temporal relationships between events and likelihood of them. In this paper, we use 
stochastic model checking as the performability evaluation approach of wireless sensor node. For the 
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sake of simplicity, we ignore the internal or external nondeterminism [25-28]. We model the behavior of 
a wireless sensor node to a labeled CTMC, and the performance and dependability properties to be veri-
fied are depicted by CSRL.  

2.3 Continuous Time Markov Chain enhanced with State Reward Structure 

Markov property is an important mathematical property. It means that if the current state is known, the 
future states of the system are independent of its past states. Markov property is also named as memory-
less property, and exponential distribution is the only continuous distribution which is memoryless [23]. 
CTMC is a very important stochastic process models which is always used in performance analysis and 
dependability evaluation. It is a distinct difference that a DTMC precedes in discrete steps, which means 
that there is no timing information about the transitions take, whereas the transitions in a CTMC can be 
triggered at any time instant which is governed by exponential distribution [24].  

Formally, CTMC is a labeled transition system (LTS) augmented with rates additionally which de-
scribe the continuous time-steps and its exponentially distributed sojourn time. As a formal model, 
CTMCs have been widely used in practice as an important reasoning tool. It is suited for describing per-
formance and dependability characteristics in many domains such as reliability models, control systems, 
queuing networks, biological, and etc. In this section we give an overview of continuous time Markov 
chains (CTMCs). For convenience, let AP be a finite set of atomic propositions. Furthermore, we will 
enhance CTMCs with reward structures. A reward structure can be used to represent additional informa-
tion about the considered system, for example the power consumption, number of packets sent or the 
number of lost requests. A reward structure allows one to specify two distinct types of rewards, i.e. state 
rewards and transition rewards. The former are assigned to states by means of the reward functions whe-
reas the latter are assigned to transitions. The state reward is the reward acquired in a state per time-step, 
i.e. a reward is incurred if the model is in state s for 1 time-step and the transition reward is acquired each 
time a transition occurs. In this paper, we only consider reward values which are only attached to states 
of the models. 

Definition 1: A labeled CTMC is a tuple (S, R, L) where S is a set of states, R:S×S→R≥0 is the rate ma-

trix and L:S→2AP the labeling function. 

Intuitively, if R(s, s’)>0 then there exists a transition from s to s’ and ( , ')
1

R s s t
e
− ⋅

−  is the probability that 

the transition 's s→ can be triggered within t time units. The transition rate 
'

( ) ( , ')
s S

E s R s s
∈

=∑  denotes 

the total rate at which any transition outgoing from state s is taken. If E(s) =0, then state s is called an 
absorbing state. If there are more than one state s’ such that R(s, s’)>0, then there exists a competition 

between the transitions originating in s [22-24]. For a non-absorbing state s, i.e. E(s) ≠0, the probability 

to move from s to a particular state s’ within t time units is given by: 

 

( )( , ')
( , ', ) (1 )

( )

E s tR s s
P s s t e

E s

− ⋅

= − .  

Function L assigns to each state s∈S the set L(s) of atomic propositions such that elements of L(s) are 
valid in s.  

In order to reason the quantitative properties about the power consumption of the considered system, 
we need to enhance a CTMC with a state-based reward structure. For the sake of simplicity, we do not 
consider the impulse rewards structure which is transition-based. 

Definition 2: A labeled Continuous time Markov Reward Model (CMRM) is a tuple (C, ρ) where C is 

a CTMC and ρ a state-based reward structure which assigns a reward rate to each state such that the resi-
dence time in a state results in an accumulation of gained reward. 

Example 2: For the wireless sensor node example 1, its CMRM model is depicted in Fig. 1. States are 
represented by ovals and transitions by labeled edges which give the corresponding transition rate. The 
main state labels are depicted inside the ovals, and initial states are indicated by having an incoming ar-
row without source nodes. The states reward is depicted by the nearby real number. All these parameter 
values are obtained via empirical data. The reward structures are interpreted as energy consumption here. 
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Fig. 1. CMRM model of simple wireless sensor node 

Definition 3: An infinite path is an infinite sequence 
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where R(si, si+1)>0 for i=0, …, n-1,…. A finite path in M is a finite transition sequence  
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where R(si, si+1)>0 for i=0, …, n-1. 
A path in a CMRM M represents an execution which indicates one possible behavior of the system be-

ing modeled. Let Paths (M, s) denote all infinite and finite paths starting in s in model M and Paths (M) 
all paths in M. Paths (M) describes the dynamic behavior of the system under consideration which is 
modeled by M. In Fig. 1, the event depicted in example 1 can be showed by the paths set in which the 
path starts from the sensing state and finally arrives at the same state only via the success state. 

Definition 4: For a finite path σ in CMRM M, let σ[i] =si denote the (i+1)-st state, δ(σ, i) =ti the resi-

dent time in state σ[i] and τ(σ) = 1

0

j

m m
t

−

=

∑  the completion time in path σ. Let σ@t = σ[i] denote the state in 

σ at time t where i the smallest index with t≤
0

i

j j
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=
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0
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= ∑ +  with '
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t t≤  we define 

1

0
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−

=

= ∑ ⋅ + ⋅ , the cumulative reward along σ up to time t [21]. 

A path in a CMRM specifies a certain behavior. For quantitative analysis, we must define the probabil-
ity measures on a set of paths and this can be achieved by traditional approach [23-24]. Let Paths (M, s) 

be the sample space. An initial distribution α yields a probability measure PrMa on paths as follows. In 

this paper, we assume that there is only one initial state, and thus PrM
a

 can be written by PrM
s

. Assumed 

that 0 1

0 1 2

n
t tt

n
s s s s⎯⎯→ ⎯⎯→ ⎯⎯→� is a finite path and I0,…, Ik-1 non-empty intervals in 
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0
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 where s0,…, sk ranges over all state sequences with s= s0, R(si, si+1)>0,(0≤i<k), 
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k
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 ranges over all sequences of non-empty intervals in 
0≥

� . The probability measure PrM
s

 on 

( ( , ))F Path M s  is the unique measure defined by induction k by [23-24]: 

 

0 0

0 0

( ) ' ( ) '

Pr ( ( )) ( )

Pr ( ( ,..., , ', ')) Pr ( ( ,..., )) ( ( , ')

( ) 0k k

M

s

M

s k a k k

E s Inf I E s Sup I

C s a s

C s s I s C s s P C s s

e e for k
− ⋅ − ⋅

⎧ =
⎪

= ⋅ ⋅⎨
⎪

− ≥⎩

.  

For a CTMC, we may consider two types of state probabilities, i. e., steady-state probabilities where 
the system is considered on the long run, and transient probabilities where the system is considered at a 
given time instant t. 

Definition 5: In a CTMC, the transient probability to be in state s’ at time t given the initial distribu-
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tion α are defined as ( , ', ) Pr ( ( , ) | @ ')M M

s
a s t Paths M s t sπ σ σ= ∈ =  and the steady-state probabilities are 

defined as ( , ') lim ( , ', )M M

x

a s a s tπ π

→∞

= . So, for S’⊂ S, 
' '

( , ') ( , ')M M

s S
a S a sπ π

∈

=∑ . 

3 The Temporal Logic CSRL for Performability Specifications 

A CMRM model is a stochastic model and its performability specifications which to be verified need to 
be characterized by stochastic temporal logic. In order to reason about energy-based as well as time-
based constraints behavior of wireless sensor node, the employed temporal logic has to depict time and 
reward constraints at one time conveniently. Continuous Stochastic Reward Logic (CSRL) is a specifica-
tion formal language for performability measures over CMRMs, and it allows one to specify properties 
over states as well as paths. Especially, it can append time and reward intervals to path formula which 
means that the behavior satisfying corresponding time and reward constraints. This section presents the 
syntax and semantics of the CSRL. In CSRL, two kinds of formulas are distinguished, i.e. state formulas 
and path formulas. A state formula depicts the properties which need to be satisfied in some states and a 
path formula in some paths. 

Definition 6: Let a real number p ∈[0, 1] be a certain probability value, AP be a fixed set of consid-

ered atomic propositions, ∞∈{<, <=,>=,>} be a comparison operator, ap∈AP, I and J intervals of non-

negative real number. The syntax of CSRL state formulas Φ and path formulas ϕ can be defined induc-
tively as follows: 

 

:: | | | | ( ) | ( )

:: |

p p

I I

JJ

tt ap S P

UX

ϕ

ϕ

∞ ∞
Φ = ¬Φ Φ∨Φ Φ

= Φ Φ Ψ

  

The connectives ¬ and ∨ have their original meanings in linear temporal logic LTL, and other logical 

connectives can be derived in an obvious way. The steady-state operator ( )
p

S
∞

Φ  asserts that the prob-

ability of being in a Φ state in the long run obeys the bound ∞p. The operator ( )
p

P ϕ
∞

 asserts that the 

probability of all paths which satisfy the path formula ϕ obeys the bound ∞p. The path formula I

J
UΦ Ψ  

holds if Ψ is satisfied at some time instant in the interval I and the earned cumulative reward up to r lies 

in J and Φ holds at all preceding time instants. The path formula 
I

JX Φ  holds if the next state satisfies Φ 

at some time instant in the interval I and the earned cumulative reward up to r lies in J.  
State formulae are interpreted over the states of a CMRM, and path formulae are interpreted over the 

paths of a CTMC [11]. 

Definition 7: CSRL state formulas are interpreted over labeled CMRMs by a satisfaction relation �s 

between a state s and a state formulaΦ. A satisfaction relation �s is called valid iff a state formula is satis-

fied in a state s. 
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where Pr ( ) Pr { ( , ) | }M M

s s p
ob Paths M sϕ σ σ ϕ= ∈ �  and 

p
�  is the satisfaction relation between paths 

and path formulas. 
Definition 8: CSRL path formulas are interpreted over the finite and infinite paths of a CMRM model 

by a satisfaction relation �p between a path σ and a path formulaϕ. A satisfaction relation �p is called 

valid iff a path formula is satisfied in a path: 
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In order to satisfy a next formula J

I
X Φ , a path σ must have at least length 1 and next state must satis-

fies state formulaΦ. The residence time of the first state has to fall in the interval I, and the reward accu-

mulated in the first state in the interval J. A path σ satisfies I

J
UΦ Ψ  if there is a time t∈I such that: The 

state of the path at time t satisfiesΨ; the state of the path at all times t’ before t satisfiesΦ; the accumu-

lated reward at time t falls in J. 

4 Stochastic Model Checking Low-Powered Sensor Node 

The stochastic model checking procedure for CSRL specifications in CMRM is similar to that for CTL in 
LTS. A stochastic model checkers accepts a description of a considered model, represented as a extended 
state transition system, and a specification, typically a formula in some temporal logic, and return ‘yes’ 
or ‘no’, indicating whether or not the model satisfies the specification. Ignoring reasoning details, this 
can be reduced to computing the satisfactory sets of all sub-formulas of the specification. The computing 
rules of satisfactory set for CSRL specifications in CMRM are as follows:  

 

1 2 1 2
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For basic operators and ( )
p∞
ΦS , the satisfactory set can be computed by the same procedure as for 

CSL [11]. The treatment of formulas of type ( )
p
ϕ

∞
P  is more complicated. According to its semantics rule, 

for each state s we have to compute the probability Pr ( )M

s
ob ϕ  and check whether it obeys the specified 

bound ∞p.  
Markov Reward Model Checker (MRMC) [13] is a model checker for discrete-time and continuous-

time Markov reward models. It is distributed under the GNU General Public License (GPL) and requires 
the GNU Scientific Library (GSL) which is a collection of numerical routines for scientific computing. It 
supports reward-based specifications such as PRCTL [10] and CSRL, and allows for the automated veri-
fication of properties concerning long-run and instantaneous rewards as well as cumulative rewards. In 
particular, it supports to check the reachability of a set of goal states under a time and an accumulated 
reward constraint.  

In this paper, the adopted versions are MRMC 1.5 and GSL 1.9, respectively. Additionally, in order to 
install GSL on Windows we installed Cygwin firstly and then to perform GSL installation procedure 
using the Cygwin shell. We have installed MRMC on a notebook with an Intel(R) Core(TM) i3 2.53GHz 
processor and 1.86 GB main memory to check the formalized requirements. MRMC is a command-line 
tool that supports an easy input format. Its basic input files include *.lab file which indicates the state 
labels with atomic propositions, *.rew file which specifies the state-based reward structure and *.tra file 
which describes the rate matrix. For example 1, Table 1 shows three basic input files which must be 
loaded before execution the verification. The command line syntax is $./bin/mrmc cmrm c.tra c.lab c.rew 
where the first parameter indicates the type of input model. We consider the CSRL formula 

[0, ]

0.90 [0, ]
( ( ))I

J
normal U success

≥
P . Here, I and J are nonnegative real numbers which denote the upper bound 
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of corresponding constraint interval. 

Table 1. The input files of Fig. 1 

c.lab c.tra c.rew 

# DECLARATION 

sensing receiving processing  

broadcasting success loss normal 

#END 

1 sensing normal 

2 receiving normal 

3 processing normal 

4 broadcasting normal 

5 success 

6 loss 

STATES 6 

TRANSITIONS 8 

1 2 3 

2 3 3 

3 4 7 

4 1 4 

4 5 10 

4 6 1 

5 1 6 

6 1 3 

1 1 

2 2 

3 4 

4 3 

5 2 

6 2 

 

 
When starting from the normal state and finally into the success state in I time-units (I=1, 2,…, 10), 

Fig. 2 reports the probability results when reward constraint is varying. The results show that the prob-
ability becomes larger along with the increasing of maximum reward constraint. This is to be expected 
since, for larger reward constraint, the likelihood of satisfying the path formula and a fixed time con-
straint will become larger as well. When the constraint on the maximum reward arrives at some threshold, 
the probability increases gently and finally converge at some point. For a fixed reward constraint, if the 
time constraint increases, the probability increases too. When the time and reward constraints increase 
synchronously, the probability converges at 0.90. Fig. 3 reports similar results. 

 

Fig. 2. Probability of the event before time I with accumulated energy less than J 

 

Fig. 3. Probability of the event with accumulated energy less than J before time I 

In addition, we also report the probability regions when time and energy constraints varying in Fig. 4 
by 3-dimensional overlooked view, and the above two regions imply that the probability is greater than 
0.90. It indicates that if the time constraint falls into the interval [4-5] and the reward constraint falls into 
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the interval [8-9], the probability meets the performance and dependability property, namely the expected 

state formula [0, ]

0.90 [0, ]
( ( ))I

J
normal U success

≥
P . 

 

Fig. 4. 3-dimensional overlooked view of probability distribution when time and energy constraints  
varying 

The above experiment shows the probability distribution when time and energy constraints varying. 
Afterwards, it provides the evaluation evidence for a performability formula. For fixed time and energy 
constraints I and J, we can deduce that the formula is valid or not. If the latter, we have to modify the 
considered model according to the experiment results, even the generated counterexample based on the 
model checking procedure [10]. When model checking, the possible emerging state explosion problem 
can be treated by state space reduction technique such as partial order reduction, bisimulation and etc. 
[13]. 

5 Conclusions and Future Work 

This paper has presented a performance and dependability verification approach of a wireless sensor 
node by stochastic model checking technique. In order to reason about the performability properties 
which include energy consumption constraint, the dynamic behaviors of a sensor node is modeled by a 
continuous time markov reward model, which is enhanced with reward structure in order to depict the 
energy consumption, and the performability are specified by continuous stochastic reward logic formulas. 
Thus, we can obtain the verification results via Markov Reward Model Checker MRMC. It can ensure 
that only the practicable designing should be taken into account. In addition, in design-time, this work 
can provide beneficial evidence to modify the designing and save costs. From the verification results of 
the example, it is obvious that the upper bounds of the time or reward constraints will affect the probabil-
ity of certain specifications, and the probability will be steady when they satisfy some relation. In the 
future, for sensor nodes, we plan to consider how to get an equilibrium point between time and energy 
constraints at which the probability will be convergent, and provide the theoretical proof. As a result, for 
a given performability formula, we may obtain the verification conclusion according to the formula itself, 
and this may help us to avoid the model checking procedure firstly in some sense. 
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