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Abstract. A set-associative cache wastes power because the parallel access to multi-bank 

memory consumes a lot of power. In this paper, we present a cache architecture (Dynamic 

Relocation (DR) Cache) that serves as a low-power instruction source instead of the set-

associative cache. Not restricted to the static layout imposed by compiler, DR cache is capable 

of storing instructions in an execution sequence by using a hardware-only method without 

software or compiler. The trace-based storing scheme, which is capable of storing instructions in 

an execution sequence, makes sure that DR cache could provide a high hit rate with a small 

single-bank data memory. We evaluate DR cache in runtime performance and power, and then 

compare it with the following caches: direct-mapped, 2-way set-associative and 4-way set-

associative cache. The comparison is accomplished by running ten embedded programs on a 

RTL (Register Transfer Level) hardware model based on the LEON3 processor. The evaluation 

shows that, on average, the 4-kB DR cache provides the same performance in hit rate and an 

83% reduction in power consumption compared to the 4-kB 4-way set-associative cache. The 4-

kB DR cache also surpasses other caches in what we define as follows: (1) the power with 

comparable area, and (2) the smallest power.  

Keywords: address-mapping, cache, dynamic relocation, low power, processor  

1 Introduction 

In embedded processors, reducing the power of a memory subsystem has attracted great interest recently 

[1]. The first-level memory, which is faster and more energy efficient than other level memories in 

memory hierarchy, has the following two entirely different schemes, namely, the hardware-based cache 

and the software-based scratchpad memory (SPM). Being transparent to software programs, cache can 

boost its performance by simply increasing the memory capacity at the cost of extra on-chip area and 

energy consumption. On the other hand, the SPM controlled by software can improve its performance by 

using an advanced compiler. 

The conception of cache was proposed early in the 1960’s [2]. Since then, cache has been extensively 

used in almost all computers from the first announced mainframe computer IBM 360/85 [3] to the up-to-

date embedded processor ARM Cortex-A9 [4]. The well-known set-associative cache [5], 

comprehensively investigated in the 1980’s, has been widely adopted because of its excellent runtime 

performance. However, because of the parallel access to multibank memory, the set-associative cache 

wastes power. In order to improve the energy efficiency of cache, some novel caches, such as filter cache 

[6-7], reused cache [8-9] and trace cache [10], have been proposed. The basic idea of these caches is 
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identical, using a small level-zero cache memory to store the most frequently accessed data. 

Unfortunately, these power-saving techniques occupy extra on-chip areas and induce extra delays when a 

miss happens. 

The energy-efficient SPM was proposed for low power purpose in this decade [11-12], and could be 

used without a source code [1]. However, in order to optimize the memory access pattern of SPM 

globally, all codes must be input into a special compiler simultaneously. Therefore, it is difficult for SPM 

to deal with some complicated circumstances, such as the operating systems with scalable application 

environment. Because of this limitation, SPM is useful for a simple embedded system, but cannot replace 

cache in all circumstances. 

The idea of the dynamic relocation scheme is recently proposed [13]. This paper presents the detail 

architecture of the DR cache and the comprehensive evaluation. The DR cache is an instruction source 

for replacing traditional set-associative cache in all circumstances. The DR cache, composed of a data 

memory and an address-mapping module, is a good candidate for the low power cache. It uses one 

single-bank data memory to store instructions without tag memory, which is similar to SPM. Furthermore, 

the instructions with compiler-assigned address is reassigned into a physical location of data memory 

according to its execution sequence, reducing the collision-induced miss [14] and providing high hit rate. 

For evaluating power consumption and runtime performance as accurately as possible, we use a RTL 

(Register Transfer Level) hardware model based on the LEON3 processor [15] to measure various 

performance metrics. The runtime performance (IPC and cache hit rate) is measured by running ten 

embedded applications under the Mentor Modelsim simulation environment. A set of performance 

monitors embedded in the processor record the data for obtaining the runtime performance. Furthermore, 

the power consumption is estimated by a Synopsys Design Compiler [16] with the switch activity 

information that is obtained during the simulation process.  

The DR cache is compared with the direct-mapped cache, the 2-way set-associative cache, and the 4-

way set-associative cache that is defined as the reference case. On the average, the 4-kB DR cache 

provides the same performance in hit rate and shows an 83% reduction in power consumption compared 

to the 4-kB 4-way set-associative cache. The 4-kB DR cache also surpasses other caches in what we 

define as follows: (1) the power with comparable area, and (2) the smallest power. 

The rest of this paper is organized as follows: Section 2. This section lists the related work. Section 3. 

This section describes the architecture of the DR cache, the dynamic relocation scheme and the address-

mapping module. Section 4. This section analyzes the power consumption of caches. Section 5. This 

section describes the evaluation methodology. Section 6. This section describes the evaluation results and 

presents the discussion. Section 7. This section concludes this paper. 

2 Related Work 

2.1 Scratchpad Memory  

Scratchpad memory (SPM) is a single data memory without any hardware control logic. The instruction 

and data are allocated into SPM through two schemes: the static and the dynamic. In the static allocation 

scheme, Avissar et al. [11] used knapsack formulation and ILP solver to find out the frequently used data 

object and program routings, and then stored them into SPM permanently. In dynamic allocation scheme, 

Steinke et al. [17] used a function call to copy a set of instructions and data into SPM dynamically. The 

candidates that will get into SPM are selected by analyzing the source code and solving an ILP problem. 

Egger et al. [18] proposed a dynamic allocation technique that just requires object code and binary code. 

Furthermore, the code and data that will be allocated into SPM is selected by an ILP solver. Then, an 

exception mechanism is used to copy there codes into the SPM. 

The SPM is power-efficient since it has only one single-bank memory without any other hardware 

control logics. The hit rate is guaranteed by the compiler. This scheme moves the on-chip power 

consumption to the host compiling system. The DR cache with one single-bank data memory is also 

power-efficient. However, the high hit rate in the DR cache is guaranteed by the trace-based storing 

scheme that is a pure hardware scheme.  
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2.2 Filter Cache 

Kin et al. [19] proposed the filter cache and indicated its low-power advantage in 1997. Essentially, the 

filter cache is a small level-zero cache that consumes less power than the level-one cache. The power 

consumption can be reduced by increasing the hit rate of this level-zero cache. In order to increase the hit 

rate, Bellas et al. [20] stored the loop code into the filter cache with the support of compiler. Janapsatya 

et al. [7] used an efficient replacement policy to keep the frequently accessed instruction in the filter 

cache. Furthermore, because this extra cache architecture induces the extra delay when a miss happens, a 

prediction scheme [21] was proposed to mitigate this performance degradation.  

In the DR cache and filter cache, the key idea of power reduction is almost same: Using a small 

memory as the instruction source. However, the scheme is entirely different. The DR cache uses dynamic 

address-mapping scheme, while the filter cache still uses the static address-mapping scheme. In addition, 

the DR cache provides the low-power feature without inducing extra clock cycle when a miss happens. 

2.3 Reuse Cache 

The reuse cache was proposed for storing recycling instructions. It can be used in instruction or trace 

granularity. In the instruction granularity, Sodani et al. [22] proposed a scheme to reuse repeated 

computation results, and investigated the possibility of instruction reuse. In the trace granularity, Charles 

et al. [23] proposed a trace-reused scheme for improving the ILP (instruction level parallel) of 

superscalar processor. In embedded processor, Tsai et al. [1] proposed a trace reuse cache to be an 

alternative source for instruction delivery. The retired instructions from the pipeline back-end of 

processor will be reused for the prediction purpose.  

The DR cache also stores the trace of the instructions. However, it has different logic location 

compared with the reuse cache. Normally, the reuse cache works as an assistant structure. The set-

associative cache is still available for the most instruction delivery. However, the DR cache is proposed 

to instead of the set-associative cache, being the primary instruction source. Furthermore, the trace 

address in DR cache is calculated by an address-mapping module, but not the lookup table that has been 

used in [1]. 

2.4 Trace Cache 

In superscalar processors, the fetch bandwidth is a bottleneck for the high runtime performance, so 

Rotenberg et al. [9] proposed a trace cache to break this bottleneck. The trace cache works as an assistant 

structure to provide the continuous basic blocks. The key idea of the trace cache is rearranging the 

instructions in execution sequence instead of the static layout provided by compiler. For reducing power 

consumption, Hu et al. [24] proposed a prediction scheme to predict the fetch direction.  

The key idea of trace cache that rearranges the instructions in execution sequence inspired this work. 

Although the DR cache and the trace cache have almost same trace-based scheme, they are different in 

the basic usage. The DR cache is proposed for the low power processor, but the trace cache was proposed 

for superscalar processor to increase the fetch bandwidth. Furthermore, the DR cache can replace the set-

associative cache as a primary instruction source, but the trace cache is used as an assistant structure to 

provide the instruction in some special condition. 

3 Dynamic Relocation Cache 

A dynamic relocation cache is proposed as a low-power instruction source for replacing the set-

associative cache in any circumstances. The DR cache contains the following three modules: (1) the 

controller, (2) the data memory, and (3) the address-mapping module. There are two addresses for 

instructions -- the compiler address assigned by the compiler and the trace address assigned by an 

address-mapping module according to the instruction execution sequence. To provide a high hit rate, the 

trace of instructions is stored in the data memory. On the other hand, to capture the trace, instructions 

with the compiler address are reassigned a trace address by an address-mapping module. This trace 

address is further used in the logic operations of the address-mapping module. In this section, we 
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describe the architecture of the DR cache, the dynamic relocation scheme, and the address-mapping 

module. 

3.1 Architecture 

The DR cache, which is proposed as the first-level memory for instruction delivery, has the same 

behavior and interface as a traditional set-associative cache. The block diagram of the DR cache is 

illustrated in Fig. 1. The DR cache consists of three parts: the controller, the data memory, and the 

address-mapping module. The controller coordinates the operations of all modules in the DR cache, and 

communicates with the main memory and the instruction pipeline. The data memory, which is used to 

store instructions, is identical to the one in the set-associative cache. The address-mapping module, 

which is used to store the tag address within the compiler addresses of instructions, has a similar function 

with the tag memory of the set-associative cache. 

 

Fig. 1. Architecture of dynamic relocation cache for instruction delivery 

 

After forwarding a compiler address to the DR cache, the instruction pipeline receives an instruction 

from the DR cache (or the main memory) depending on the hit signal that is provided by the address-

mapping module. On the other hand, the main memory receives a compiler address from the DR cache 

only when a cache miss occurs. Then the main memory provides the corresponding instruction to the DR 

cache and the instruction pipeline separately. Furthermore, the address-mapping module maps the 

compiler address to the trace address, and provides a hit signal. 

3.2 Dynamic Relocation Scheme 

The Dynamic relocation in the DR cache is an address-mapping scheme. The address-mapping scheme 

defines how the instructions are stored in the data memory. The instructions have the following two 

addresses: compiler address and trace address. In the set-associative cache, the physical location of 

instructions in data memory is specified directly by the low n-bit of this compiler address. Since the 

compiler address of instructions is assigned by the compiler and is unchangeable, the address-mapping 

scheme of the set-associative cache is static. One instruction has only a few specific locations to be stored, 

one in main memory and the ‘n’ others in the data memory of n-way set-associative cache. 

This static address-mapping scheme has the advantage of easy implementation, but it also can cause 

the collision-induced miss [14] that is illustrated in Fig. 2. As shown in Fig. 2, the instruction “A” with 

compiler address 0x0100 and the instruction ‘F’ with compiler address 0x1100 both should be stored in 

the physical location of cache data memory with address 0x100 inducing the cache miss if this cache has 



Dynamic Relocation Cache for Instruction Delivery in Low Power Processor 

64 

only one-way data memory. However, in multi-way set-associative architecture (usually implemented by 

multi-bank tag and data memory) these collisions can be avoided effectively because the “A” and “F” can 

be stored in a different bank of data memory.  
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Fig. 2. Static address-mapping scheme in traditional set-associative cache 

On the other hand, the DR cache does not use the compiler address to specify the physical location of 

instructions in the data memory. Instead, the dynamic relocation scheme is used to assign a new trace 

address for the incoming instruction according to the instruction execution sequence. This trace address 

is completely different and unrelated to the compiler address, and can be reassigned according to the 

instruction execution sequence. Because the trace address of instruction can be dynamically changed and 

one instruction can be stored in any location of the data memory of the DR cache, the address-mapping 

scheme in the DR cache is dynamic. Fig. 3 shows one example of the dynamic relocation scheme. As 

shown in Fig. 3, the instruction “A” with compiler address 0x0100 is stored in the physical location with 

trace address 0x308. Then the other instructions are stored in the data memory in the execution sequence. 

Furthermore, if necessary, the instruction “A” also can be reassigned to another location in the run time. 

With this dynamic relocation scheme, the collisions that happen in a one-way set-associative cache are 

avoided effectively. 
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Fig. 3. Dynamic relocation scheme in DR cache 
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3.3 The Address Mapping Module 

The address-mapping module has the following four major functions: (1) mapping the compiler address 

into the trace address if a corresponding instruction is already stored in the data memory, (2) providing 

hit signal, (3) assigning a new trace address for an incoming instruction when a cache miss happens, and 

(4) storing the tag address of the compiler address. As shown in Fig. 4, the requested compiler address 

launched by the instruction pipeline is divided into two parts: the line address and the tag address. The 

line address is the low five bits that directly input into the data memory. The remaining bits are input into 

the address-mapping module as the tag address, and then are mapped into a line number. The trace 

address is further delivered to the data memory for memory reading in a cache hit or writing in a cache 

miss. 

 

Fig. 4. Request scheme of DR cache 

To map the compiler address into the trace address, a set of registers called location register are 

proposed. The location register is used to store the tag address of instructions. Moreover, the tag address 

is stored in a bit grain. Specifically, two n-bit location registers are used to store one bit of the tag address. 

When this bit of the tag address is zero, it is stored in the location register 0. On the other hand, when this 

bit of the tag address is one, it is stored in the location register 1. These two location registers for bit 0 of 

the tag address are illustrated in Fig. 5. Furthermore, every bit of the location register represents a line of 

the data memory. Bit zero represents line zero. Bit n represents line n. Therefore, the width of the 

location register is decided by the size of the data memory. 

 

Fig. 5. Location registers 

With the location registers, the compiler address can be easily mapped into the trace address. To show 
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how the location registers work, a simple example with the 4-bit tag address and a 4-line cache memory 

is illustrated in Fig. 6, where LR30 stores the ‘0’ value of bit 3 within the tag address and LR31 stores the 

value ‘1’ of bit 3 within the tag address. The instructions with tag addresses “1111”, “0000”, “1010” and 

“0101” are stored in line “00”, “01”, “10” and “11” of the data memory. The tag addresses of these 

instructions are already stored in the corresponding location registers. 

 

Fig. 6. The location registers example with 4-bit tag address and a 4-line cache memory. The instructions 

with tag address “1111”, “0000”, “1010” and “0101” have been stored in line ‘0’, ‘1’, ‘2’ and ‘3’ of the 

data memory  

To map the tag address into the line number, there are two simple steps to do. First, every bit of the 

requested tag address is used to select one of the two location registers separately. Second, all selected 

location registers will AND together to get the line number. As shown in Fig. 6, if the requested tag 

address is “1100”, the AND operation of LR31, LR21, LR10 and LR00 will result in “0000”, which 

means there are no instructions with a “1100” tag address that have been stored in the DR cache. If the 

requested tag address is “1010”, the AND operation of LR31, LR20, LR11 and LR00 will result in 

“0100”, which means the instruction with the “1010” tag address has been stored in the line “10” of the 

DR cache. The line number “10” is further obtained by encoding the “0100”. 

The microarchitecture of the address-mapping module is illustrated in Fig. 7. There are two processes 

in the address-mapping module: mapping and updating. 

 

Fig. 7. Microarchitecture of address mapping module 
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Mapping. For every request from the instruction pipeline, the mapping process is executed to map the 

requested compiler address into the trace address. This mapping process has been described in the 

previous paragraphs. The detail hardware architecture is illustrated in Fig. 7. Furthermore, the hit signal 

is calculated by the OR operation between every bit of the mapping result. The hit signal is zero when a 

cache miss occurs. The hit signal is one when a cache hit occurs. If the hit signal is positive, the 

requested instruction will be loaded from the data memory according to the trace address. If the hit signal 

is negative, the controller will request the main memory with the compiler address, and activate the 

updating process of the address-mapping module.  

Updating. The updating process has two functions: (1) assigning a new trace address for the 

instruction from main memory and (2) storing the tag address of this instruction. Because the instructions 

are stored in an execution sequence, we use a store pointer, which is always added one, to assign a new 

trace address for the incoming instruction. Unfortunately, the overflow happens if the data memory is full. 

Some old instructions must be replaced. The trace-based storing scheme with overflow situation is 

illustrated in Fig. 8. Because the store pointer always points to the next storage location, the oldest 

instruction is always stored at the next location of the newest instruction. Therefore, we let the store 

pointer to be the replacement pointer. This replacement scheme could be called First-In-First-Replace 

(FIFR). The FIFR replacement strategy makes sure the instruction is always stored in execution sequence 

even after the data memory is full, maintaining the trace continuity. Therefore, The FIFR replacement 

strategy is identical to our trace-based storing scheme. Furthermore, The FIFR replacement strategy is 

efficient if the data memory is big enough to store a frequently executed block, such as a “for loop”. This 

will be further discussed in section 6. 

 

Fig. 8. Trace-based storing scheme with overflow situation 

After a new trace address is assigned for the incoming instruction, the corresponding tag address must 

be stored in location registers. As shown in Fig. 7, the replacement pointer, which is updated according to 

the FIFR replacement strategy, is decoded to be an enable signal. This enable signal masks most bits of 

the location registers except the one specified by the replacement pointer. Then, the tag address is stored 

in the location registers by following rule: the LRx1 will be set to “1” and the LRx0 to “0” if the 

corresponding bit of tag address is “1”, and the LRx1 will be set to “0” and the LRx0 to “1” if the 

corresponding bit of tag address is “0”. Finally, the line number could be the encoded mapping result 

with positive hit signal or the replacement/store pointer with negative hit signal. 

4 Power Consumption Analysis 

In this paper, the direct-mapped cache, 2-way set-associative cache and 4-way set-associative cache are 

introduced for the purpose of comparison. The block diagram of the set-associative cache is illustrated in 

Fig. 9. With different micro-architecture, the power consumption, runtime performance and area of 
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caches could vary significantly. To guarantee runtime performance, the baseline of cache 

microarchitecture in this paper is the one clock loading, which makes sure the instruction pipeline can 

acquire one instruction from cache in one clock. With this baseline constraint, the tag and data memory in 

set-associative cache must be accessed in one clock, and the mapping process in the address-mapping 

module of DR cache must be implemented by pure combinational logic.  

 

Fig. 9. Microarchitecture of set-associative cache 

The sequential accessing, tag first and then data, can reduce the power consumption for both the set-

associative cache and the DR cache, eliminating the unnecessary accesses to the data memory. The DR 

cache can use this scheme without any penalty because the address-mapping module is already sequential 

with the data memory. Unfortunately, this sequential scheme in set-associative cache must pay the 

latency penalty, which may be unacceptable in most circumstance because of the above-mentioned 

baseline constraint. For fairness, we do not adopt this sequential scheme neither for the DR cache nor for 

the set-associative caches. Furthermore, the tag and data memory of multi-way set-associative cache is 

implemented as multi-bank memory because of the limitation of the SRAM IP library. 

The DR cache is proposed as the power-efficient instruction source. The low-power features of the DR 

cache are discussed as follow. As shown in Fig. 1, the DR cache uses one single-bank data memory to 

store instructions, and provides high hit rate by the trace-based storing scheme. On the other hand, the n-

way set-associative cache uses n-bank data memory to store instructions. The high hit rate is guaranteed 

by the multiple locations where one instruction can store. With high hit rate, the power consumption is 

extremely reduced because of the rarely access to the main memory. Furthermore, the DR cache 

consumes less power than multi-way set-associative cache because of the single-bank data memory. 

The DR cache uses address-mapping module to map the compiler address into the trace address and 

store this compiler address. The address-mapping module has two processes, the mapping and updating. 

The mapping process, which consists of some simple “selection” and “AND” operations, is executed for 

every request. The updating process aiming to update the location registers is executed only when a 

cache miss happens. Therefore, to optimize the power of the address-mapping module, we use clock-

gating technique to freeze the clock of location registers when a cache hit happen. Because the cache hit 

rate is very high in real applications, the updating process is rarely executed in most circumstances. 

Moreover, the mapping process consumes few power because the “AND”, “OR” and “selection” 

operations are very simple. Hence, the clock-gating technique significantly reduces the power 

consumption of the address-mapping module, which will be confirmed in section 6. On the other hand, 

the n-way set-associative cache uses the n-bank tag memory to store the mapping information. The 

address-mapping module with clock gating technique should consume less power than the multi-bank tag 

memory. 

In brief, the DR cache is power-efficient because of the low- power address-mapping module, the high 

hit rate, and the single-bank data memory. 

In brief, the DR cache is power-efficient because of the low- power address-mapping module, the high 

hit rate, and the single-bank data memory. 
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5 Evaluation Methodology 

We built an RTL (register transfer level) hardware model based on the LEON3 processor to evaluate the 

DR cache. This hardware model including DR cache or set-associative cache was simulated by using 

Mentor Modelsim. In the simulation process, some hardware monitors embedded in the cache and 

instruction pipeline are used to collect the performance data. Finally, Synopsys Design Compiler was 

used to estimate the power consumption of the caches through its power estimation engine [16]. In this 

section, we describe the evaluation flow, the benchmark applications and the performance metrics. 

5.1 Evaluation Flow 

We used a standard ASIC design flow to evaluate the power consumption and runtime performance, 

which is illustrated in Fig. 10. Firstly, Mentor Modelsim was used to simulate our hardware model 

through running ten embedded applications. Then the runtime performance including IPC (instruction per 

clock) and cache hit rate is acquired through the hardware monitors. Since the switch activity of all input 

ports of the hardware model is necessary for power estimation [16], we dumped the VCD (Value Change 

Dump) information during the simulation period and used the vcd2saif utility in Synopsys Design 

Compiler to generate the desired switch activity information.  

Modelsim

Design 

Compiler
VCD

• IPC

• Cache Hit Rate

• Power

consumption

• Area

 

Fig. 10. Evaluation flow for runtime and power performance 

We used a commercial 180 nm general technology library under worst-case conditions. To estimate 

the power consumption of every module, the auto ungroup function of the synthesis EDA tool was shut 

down. With the switch activity that reflects the switch rate of every signal, Synopsys Design Compiler 

estimates the internal and dynamic power of caches. Finally, the area of caches was further estimated by 

this EDA tool. 

5.2 Benchmark Programs 

Because the simulation based on real hardware model is very slow, we used ten appropriate embedded 

programs to evaluate the IPC, hit rate, area and power consumption under reasonable time constraint. 

These programs are listed in Table 1, where the Dhrystone, Whestone and Stanford are standard 

benchmark program, and the rests are all come from the MiBench program [25]. Furthermore, all 

evaluation results are averaged across all these benchmark programs. 

Table 1. Selected embedded Programs 

Programs Code size (KB) Category 

Dhrystone 58 Standard 

Whestone 175 Standard 

Stanford 163 Standard 

Basicmath 86.9 Automotive 

Bitcount 89.3 Automotive 

Qsort 110 Automotive 

FFT 147 Telecomm 

Sha 238 Security 

Stringsearch 70.9 Office 

Dijkstra_direct 67.1 Network 
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5.3 Performance Metric 

A set of hardware monitors, which record the clock number, instruction number and cache miss number, 

was used to measure IPC and hit rate. These performance metrics is further calculated by Equations (1) 

and (2). 

 

 instruction number
IPC

clock number
=  (1) 

 

  

  

cache hit number
cache hit rate

instruction number
=  (2) 

The instruction number, clock number and cache miss number were measured by three 64-bit counters 

that were activated by different conditions. The clock counter, which records the elapsed clock cycles, 

was activated by system clock at all time. The instruction counter was activated by system clock only 

when the pipeline moved forward normally. For convenience and accuracy, the cache miss counter was 

used, and was activated by system clock only when the main memory feedback a notification. Then we 

use the instruction number minus the cache miss number to get the cache hit number. 

The power consumption of caches was estimated by Synopsys Design Compiler. In addition, the 

power consumption of the main memory was estimated by Eq. (3), where the “IPC x 108” represents the 

executed instructions in one second (the frequency is 100 MHZ). We assume the main memory was 

dedicated to instructions, and thus was activated only when a cache miss happens. We assume the main 

memory is the 64 MB Samsung K4X51163PC SDRAM [26]. The refresh power is ignored for 

simplification. The read energy 
read

E  is 11.747 nJ according to the [26]. Finally, the total power 

consumption of the memory subsystem is estimated by Eq. (4), where the 
cache
P  is estimated by the power 

estimation engine of Synopsys Design Compiler. 

 

8
10   

main read
P E IPC cache miss rate= × × ×  (3) 

 

total cache main
P P P= +  (4) 

6 Evaluation Result and Discussion 

We compare the DR cache with the direct-mapped cache, 2-way set-associative cache and 4-way set-

associative cache in runtime performance and power consumption including the power with same cache 

size, the smallest power, and the power with comparable area. Finally, the reason of the power saving is 

discussed. 

6.1 IPC and Hit Rate 

The runtime performance is evaluated in two aspects: the average hit rate and IPC. The hit rate reflects 

the performance of a cache system. On the other hand, the IPC, which could be influenced by many 

factors including cache architecture, load/store blocking, and exception, reflects the performance of a 

processor. The computational method of these performance metrics is described in Equations (1) and (2). 

Because the clock and instruction numbers of different programs have large variations, their arithmetic 

mean is not proper. Instead, we use Equations (5) and (6) to calculate the average IPC and cache hit rate 

of the ten programs. The 2-way and 4-way set-associative cache use LRU replacement strategy. The 

average hit rate and IPC is illustrated in Fig. 11 and Fig. 12.  
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Fig. 11. Average cache hit rate 

 

Fig. 12. Average IPC 

As shown in Fig. 11, when the cache size is 1-kB, the DR cache has lower cache hit rate than the set-

associative cache and higher cache hit rate than the direct-mapped cache. The reason of this reduction of 

hit rate is discussed as follow. In the DR cache, the FIFR replacement strategy replaces the oldest 

instruction, which makes the data memory looks like a circular ring. An instruction will be replaced if the 

store pointer travels back to it again. This replacement strategy is designed with the consideration of 

hardware simplicity and trace continuity. However, if the data memory is too small to hold a frequently 

executed block, such as a “for loop”, the oldest instructions that will be replaced could be the one that 

will be frequently used in the near future. Hence, a small data memory in the DR cache could cause the 

inefficient replacement, which decreases the cache hit rate. However, the multi-way set-associative cache 

avoids this inefficient replacement by the LRU replacement strategy. 

When the cache size is higher than 2-KB, the DR cache has higher cache hit rate than other caches. 

Therefore, in our application environment, we infer that the 1-KB data memory is not enough to store the 

frequently executed block, but the 2-KB data memory is. With the increasing of the cache size, the hit 

rate finally approaches to some value that indicates the limitation of the cache architecture. The DR cache 



Dynamic Relocation Cache for Instruction Delivery in Low Power Processor 

72 

has almost same hit rate with the 4-way set-associative cache. With the same single-bank data memory, 

the DR cache has higher cache hit rate than the direct-mapped cache. 

Furthermore, the cache hit rate is sensitive to the application environment. As shown in Fig. 11, the 

cache hit rate of the 4-way set-associative cache is comparable to that of the 2-way set-associative cache. 

This means that the 2-way set-associative cache is enough to deal with the collisions (illustrated in Fig. 2) 

in our application environment. 

As shown in Fig. 12, the trends for the average IPC is similar to those for the hit rate. In general, 

higher hit rate leads to higher IPC because the cache access that consumes one clock is much faster than 

the main memory access that consumes many clocks. However, the DR cache has lower IPC than the 4-

way set-associative cache when the cache size is 2-KB. The reason of this reduction of IPC is discussed 

as follows. In the DR cache, the cache line is managed as a unity. All contents of the line are update 

together at a time when a miss happens. Hence, some unused instructions, which are located before the 

requiring one, are fetched into the cache. This consumes extra clocks. Furthermore, the pre-fetch 

technique is also available in the set-associative caches, but only the instructions that are located after the 

requiring one are loaded. Superficially, the pre-fetch technique is good for increasing cache hit rate. 

However, from the evaluation results, we can infer that fetching the instructions, located before the 

requiring instruction, is inefficient in our test environment. 

With the increasing of the cache size, the hit rate approaches to one, and the IPC approaches to the 

maximum value that is decided by the cache architecture. Therefore, increasing the cache size is a 

straightforward method to improve the runtime performance if we do not consider the energy 

consumption. 

In brief, when the cache size is higher than 2-KB, our DR cache has almost the same runtime 

performance as the 4-way set-associative cache. 

6.2 Area and Power Consumption 

The area with gate-level unit is illustrated in Fig. 13. As shown in Fig. 13, the DR cache occupies less 

area than the 4-way set-associative cache when the cache size is 1-kB. However, with the increasing of 

the cache size, the area of the DR cache increases much faster than that of other caches. Specifically, 

when the cache size is 16-KB, the DR cache occupies 2.6 times area compared to the 4-way set-

associative cache. The reason of this high-speed increasing of area is described as follows. In the address-

mapping module of the DR cache, the location registers, which is used to store the tag address, is 

implemented by flip-flops. Furthermore, two registers are used to store one bit of the tag address. On the 

other hand, the tag memory in the set-associative cache is normally implemented by SRAM. From the 

density point of view, SRAM is better than register. Therefore, the area increasing of the DR cache is 

faster than that of the set-associative caches. 

 

Fig. 13. Area with gate-level unit 

The normalized power consumption is shown in Fig. 14, where the 4-way set-associative cache is the 
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reference case. As shown in Fig. 14, the DR cache has the smallest power in all cache size configurations. 

Specifically, when the cache size is 4-KB, the DR cache has 83%, 69% and 64% reduction in power 

consumption compared to the 4-way set-associative cache, the 2-way set-associative cache and the direct-

mapped cache. 

 

Fig. 14. Normalized power consumption 

The 4-way set-associative cache has larger power than the 2-way set-associative and direct-mapped 

cache, although they have same cache size. The reason of this is described as follow. As described in [1], 

the energy consumption of SRAM memory has a litter variation when the memory size changes because 

of its inherent circuit structure. For example, the access energy of 0.5-KB memory is 0.196 nJ, and the 

access energy of 2-KB memory is only 0.203 nJ. If the 4-way set-associative, 2-way set-associative and 

direct-mapped caches have same 2-KB cache size, the access to the data memory of the 4-way set-

associative cache consumes maximum power because the data memory is consisted of four 0.5-KB 

memories. Similarly, the direct-mapped cache consumes minimum power because its data memory is 

consisted of one 2-KB memory. 

We show the total power consumption of the direct-mapped cache, the 2-way set-associative cache, 

the 4-way set-associative cache, and the DR cache in Fig. 15. The power curves have the parabola-liked 

shape. The reason of this is described as follow. Firstly, with the increasing of the cache size, the cache 

hit rate increases and finally approached to one. Hence, the reduction in the access power to the off-chip 

main memory contributes to the reduction part of the power curve. Secondly, with the increasing of the 

cache size, the power consumption of the on-chip cache increases slowly. This contributes to the 

increasing part of the power curve. Hence, for a specific application environment, there is a best suitable 

cache size for a cache in power consumption. 

 

Fig. 15. Total power consumption when the cache size increases from 1 KB to 16 KB 
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As shown in Fig. 15, the power curve of caches has a lowest point. We compare the lowest limits of 

power consumption, and thus find out the best cache architecture in power consumption. According to 

Fig 15, we choose the 8-KB direct-mapped cache, the 8-KB 2-way set-associative cache, the 8-KB 4-way 

set-associative cache, and the 4-KB DR cache for this comparison. The smallest power is shown in Fig. 

16, where we divide the power into two parts, the on-chip cache and the off-chip main memory. As 

shown in Fig. 16, the DR cache consumes less power than other caches, which implied that the DR cache 

is more efficient than other caches in power consumption. Furthermore, when caches reach their lowest 

limits of power consumption, the power consumption of the SDRAM memory is very small. Hence, to 

optimize the power of the cache system, choosing a proper cache size is very important. 

 

Fig. 16. Comparison of lowest limits of power consumption 

Area is normally considered as the secondary design object since it is always sufficient under the 

advanced semiconductor technology. However, in some special condition, the area becomes important 

and needs to be carefully considered. Hence, we compare the four caches with comparable area. 

According to Fig. 13, we choose the 8-KB direct-mapped cache, the 8-KB 2-way set-associative cache, 

the 4-KB 4-way set-associative cache, and the 2-KB DR cache for this comparison. The power 

consumption with comparable area is shown in Fig. 17. Furthermore, the normalized area of these four 

caches is shown in Fig. 18, where we choose the smaller DR cache to guarantee the fairness. Again, our 

DR cache consumes less power than other caches. As mentioned before, when the cache size is higher 

than 2-KB, the DR cache has almost same runtime performance with the 4-way set-associative cache. 

Furthermore, with comparable area, the DR cache has approximate 83% less power consumption 

compared to the 4-way set-associative cache. 

 

Fig. 17. Comparison of power consumption of all cashes with comparable areas 
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Fig. 18. Normalized area of four specific caches that have comparable area 

6.3 The Source of Power Saving 

The DR cache with single-bank data memory and address mapping module is power-efficient. With 4-

KB cache size, it provides same performance in hit rate and 83% improvement in power consumption 

compared to the 4-way set-associative cache. The source of this power saving is discussed in this section. 

The dynamic address mapping is a key technique for the trace-based storing scheme. As mentioned in 

Section 4, we use the clock-gating technique to optimize the power of the address-mapping module. To 

estimate the effect of the clock gating, an original design without clock gating is implemented. The 

power consumption of these two designs is illustrated in Fig. 19. Without the clock gating, the power 

consumption of the original address-mapping module becomes very large even when the cache size is 

only 2-KB. However, with the clock gating, the power consumption of the address-mapping module is 

dramatically reduced. Therefore, the clock gating makes the dynamic address-mapping scheme practical. 

We compare the address-mapping module of the DR cache with the tag memory of the set-associative 

caches in power consumption. The evaluation results are illustrated in Fig. 20, where they are normalized 

by making the 4-way set-associative cache as the reference case. As shown in Fig. 20, the address-

mapping module has a 99% and 96% less power consumption compared to the 4-way set-associative 

with 1-KB and 16-KB cache size. Therefore, the total power consumption of the DR cache is mostly 

contributed by the single-bank data memory. 

 

Fig. 19. Power consumption of the address-mapping module, comparing the original and low power  

design 
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Fig. 20. Normalized power consumption for the tag memory in traditional cache and the  

address-mapping module in DR cache. (AMM: Address-mapping Module) 

The power consumption of memory subsystem is primarily contributed by the main memory and the 

on-chip cache with controller, data memory, and tag memory (address mapping module). The power 

breakdown of the memory subsystem with 4-kB cache is illustrated in Fig. 21. It is clear that the power 

saving of the DR cache is mostly come from three aspects: (1) the high hit rate, (2) the low-power 

address-mapping module, and (2) the single-bank data memory. The power consumption of the SDRAM 

memory in the memory subsystem with DR cache is lowest because of its highest cache hit rate. The 

address-mapping module consumes much less power than other tag memories because of the efficient 

clock-gating technique. Moreover, the single-bank data memory in the DR cache consumes less power 

than the multi-bank data memory in the multi-way set-associative cache, because of the circuit structure 

of SRAM. 

In brief, the DR cache is power-efficient because of the high hit rate, the low-power address-mapping 

module and the single-bank data memory. This have been discussed in Section 4, and further verified in 

this section. 

 

Fig. 21. Power breakdown 

7 Conclusion 

In this paper, the dynamic relocation cache is presented for low-power processor to replace the set-

associative instruction cache. The DR cache with the features of low power and high hit rate uses a trace-

based scheme to store the instructions. This trace-based scheme assigns a new trace address to the 

incoming instruction according to the execution sequence. For implementing this trace-based storing 
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scheme, the address- mapping module is used to store the compiler address and map the compiler address 

to the trace address. To deal with the overflow situation of the data memory, the First-In-First-Replace 

strategy is used to guarantee that the instruction is always stored in an execution sequence even after the 

data memory is full, maintaining the trace continuity. Furthermore, a clock-gating technique is used to 

improve the power of the address-mapping module.  

We evaluate the proposed DR cache through a RTL hardware model. To insure the accuracy, a 

standard ASIC design flow is used to evaluate the power consumption and runtime performance. The 

evaluation results show that, the 4-KB DR cache has 83% less power consumption and same hit rate 

compared to the 4-KB 4-way set-associative cache. Furthermore, the DR cache also surpasses other 

caches in the power with comparable area and the smallest power. 

The DR cache with the advantages of high hit rate and low power is very suitable for embedded 

processors, because the cache size of embedded processors is normally small. The DR cache also could 

be used in desktop processors or multiprocessors, if the area cost is tolerable or a small DR cache can 

hold the frequently executed block in their application environment. However, the DR cache, which is 

proposed for instruction, may not be suitable for data, because the miss rate of data cache is normally 

high. Higher miss rate causes more frequent updating of the location registers in the address-mapping 

module. This causes the increasing of power consumption. 

The multi-way set-associative cache has been widely adopted because of its good runtime performance. 

However, if the power consumption is also considered, the multi-way set-associative cache may not be a 

good choice. The DR cache has the features of high hit rate and low power. Hence, it could be a 

preferable choice in low-power processors under some area constraints. 
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