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Abstract. Since more and more applications such as automatic drive and tasks for quadcopters 

rely on real-time Simultaneous Localization and Mapping system, it’s necessary to adjust the 

algorithm to adapt to real time tasks. Based on feature based methods like ORB SLAM, we try 

to propose an approach to further enhance efficiency by speed self-adaptive key frame and key 

feature point selection, which contributes to decrease workload on hardware system, simplifies 

the procedure of parameter calibration and improve robustness of the whole system. 
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1 Introduction 

In the field of VSLAM (Visual Simultaneous Localization and Mapping), feature based SLAM has 

become been one of the most popular directions since the most widely known method ORB-SLAM [1] 

was proposed and improved for years. In contradict to dense SLAM, or direct SLAM [2], which works 

on continuous time and optimize the trajectory through dense, direct image alignment, depending on 

powerful computing capacity of GPUs, ORB-SLAM uses a different feature detecting method with key 

frame selection and proposed a system structure with three parallel threads, which is tacking, local 

mapping and loop closing, which contributes to improve efficiency to work as a real-time system like 

automatic driving.  

However, ORB-SLAM system still depends on manual adjustment for specific robotic system to adapt 

to move speed and camera location, and not effect when camera is rotating or moving in a high speed. 

Besides, although there has been some attempt to reduce error using IMU(Inertial measurement unit) data 

with data-fusion methods [3], most of them are based on KF (Kalman Filter) or EKF (Extended Kalman 

Filter), which rely on the linear assumption and thus couldn’t work very well in different complex 

environments. 

Based on Mono-ORB-SLAM, we focus on tracking as well as local mapping and try to reduce error 

with data-fusion in a different way, which is adjust feature point sample size by expectation of velocity 

from IMU and Visual Odometry [4], in order to improve the efficiency and robustness of VSLAM 

system for real-time application.  

About other SLAM approaches, RGB-D sensors provide high-precision color and depth information at 

the same time, and stereo methods improve the accuracy, both of which require extra computational 
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capacity to promote the efficiency. 

Although there are other CNN based back-end SLAM systems [5], those models with high 

computational complexity are unlikely to be used on embedded systems or processors for industrial 

robots and unnecessary for parameter identification. 

Since in most situation, the point cloud created by feature-based VSLAM system, for instance, ORB 

SLAM, is usually too sparse to build a precise map, we are trying to explore some new application of 

VSLAM method like visual servo and domestic robot, which also depends on other technology including 

background reconstruction and object detection or tracking, and may related to some foundation of 

machine learning. 

2 Related Work 

You may prepare your camera-ready manuscript with MS-Word using this typeset together with the 

template joc.dot (see Sect. 3) or any other text processing system. In the latter case, please follow these 

instructions closely in order to make the volume look as uniform as possible.  

We would like to stress that the class/style files and the template should not be manipulated and that 

the guidelines regarding font sizes and format should be adhered to. This is to ensure that the end product 

is as homogeneous as possible. 

2.1 Camera Model 

Most application of computer vision are based on pinhole camera model, in which the relationship 

between coordinates of every point in 3D space could be described by their projection on image plane. 

In this model, the relationship between the coordinate of the same point in real world and on the 

picture is:  
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In the equation, s is ratio factor, and the matrix about f and c is the internal parameter of the camera, 

which could not be revised after the camera being produced. 

Such relationship also exist for RGB-D camera: 
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In most situation, inevitably there are distortion because the lens are not perfect spherical surfaces. Radial 

distortion could be corrected with software through a series of algorithms [6], and a realistic camera 

model usually has the following form: 
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And the calibration could be completed easily with MATLAB or OpenCV tuning tools. 

With a reasonable camera model, the motion of the camera or the mobile robot could be described as: 
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u
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 (2-4) 

And: 
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Which is also known as PnP problem, which could be solved with algorithms provided by OpenCV (like 

SolvepnpRANSAC function) or PCL (ICP function). 

2.2 Key Frame 

ORB SLAM proves an alternative framework for real time SLAM system inherit from PTAM [7], which 

lacks a better key frame selection method and automatic initialize method. 

ORB SLAM has three main threads of tracking, local mapping and loop closing. In tracking method, one 

of the most important component is the key frame selection module. Fig. 1 if the flow chart of tracking 

thread. 

In ORB SLAM, besides monocular SLAM, RGB-D [8] and stereo SLAM are also build on monocular 

ORB(Oriented FAST and Rotated BRIEF) feature [9], which is known to be much faster than SIFT and 

widely used in object detection, which pose estimation and tracking local map are based on. Camera pose 

could be traced with different motion model, then key frames generating depends on relativity of local 

maps. The score of each key frame could be calculated by max common words, by which candidates of 

key frames would be grouped together and irrelevant key frames will be eliminated. 

Fig. 2 shows the different relationship between key frames between three models provided for key 

frame selection. Tracking with model is used for uniform motion cameras, while tracking with reference 

key frame, in which bag of words method is used to accelerate the match process, and relocalization are 

used for other random motion, which usually used when the relativity between key frames is undesirable. 

 

Fig. 1. Procedure of tracking loop Fig. 2. Key frame selection 

2.3 Pose Estimation 

Based on projection theory, motion only bundle adjustment optimizes pose of the camera [10], which 

could be represented as: for R SO(3)∈ : 
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We translate it in to an optimize model: 
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The optimize model is irrelevant to 
0
r : 
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In order to translate 2D point to 3D point, for matched 2D key point 
1
x  and 

2
x , transform 

i
T  could 

convert 
i
x  to 3D point: 
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( )T X R T X t= +  (2-10) 

And according to machine vision assumptions and camera model, views should be in same plane: 
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Subtitution: 
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In conclusion, the tracking thread basically works with front end image processing and provide data 

for local mapping, including a visual odometry which is very important for robotic control system. 

2.4 Graph Optimization and Mapping 

SLAM problems could be described as many different representations, including the traditional EKF 

represents, non-linear optimization or bundle adjustment [11]. 

Graph Optimization is also known as global SLAM, which represent the motion constraint and 

variables as a Graph over time showed in Fig. 3: 

 

Fig. 3. Graph optimization 

 { , }G V E=  (2-14) 

V represents motion constraints as sides and E represents variables as nodes, thus as time passes if the 

error is minimized, we get our optimization solution. 

Assuming the error are normally distributed: 
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The objective function could be described as: 
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In which the former term is model error and the later model is observation error. 

Linear approximation: 

 ( ) ( )e x x e x J x+ Δ = + Δ  (2-18) 

Thus: 
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To optimize EΔ , 
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Solution: 

 
1 1 1T

J J x J e
− − −

Σ Δ = − Σ  (2-22) 

The equation is linear in which J could be calculated with e. The problem could be solved by Gauss-

Newton iteration or some other gradient search method. 

3 Self-Adaptive Improvement 

3.1 Tracking 

In original ORB SLAM algorithm, the threshold value is calculated with magic numbers: 

 min Commons = 0.8×max Common Words (3-1) 

 min Score To Retain = 0.75×best Acc Score (3-2) 

Although such compute method are designed for uniform motion state, to improve the robustness and 

self-adaptable, it’s proper to assume the ideal threshold follows linear model with constant parameters, 

and the parameter could be determined by a series of experiments: 

 Threshold ( )
v

C C v= − ×max Common Words (3-3) 

For robots or vehicles moving in a high speed, the frame rate should increase to maintain the precision 

in case losing track, while those moving slower should save their computational resource for mapping or 

other application.  

3.2 Key Point Selection for Pose Estimation 

The Idea of pose estimation relies on key points, which is filtered by ORB feature point matching. The 

most widely used and efficient way to filter out match points is rejecting mismatched pairs by distance 

constraints. [12] As the max key point number increases, the accuracy does not increase automatically, 

which means there would be more mismatch and cost more computation capacity. Such conclusion could 
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be made based on a series of experiments showed in Fig. 4. 

 

(a) 50 points (b) 200 points 

 

(c) 500 points (d) 1000points 

Fig. 4. Matches of ORB feature 

Fig. 4 indicates that, considering the definition of good matching in SLAM system, the maximum 

distance of key points shouldn’t be larger than twice of the correct minimum distance for rotational 

motion which could be calculated with an average distance of a certain proportion of matched points. Fig. 

5 and Fig. 6 show that when max key point number remain small, the accuracy increases while time cost 

doesn’t change dramatically. But in larger scale, time cost is proportional to the square of max key point 

number. 

 

Fig. 5. Max number remain slow Fig. 6. Large Scale 

The experiments indicate that, for real world hardware system, the most time-consuming step is 

feature detection instead of key point matching.  

For real-time SLAM system with high robustness, the appropriate real-time key point number depends 

on expectation of velocity derived from the tracking thread, which also contains visual odometry. 
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In which 
1

N  is ideal upper bond depends on hardware limitation and could be identified by 

experiments.  

3.3 Parameter Identification 

Considering that when the relationship is non-linear the model may be more accurate, a statistic learning 

model could be applied for function approximation. Both polynomial model and linear model could be 

tested with criteria that certain percentage of related key frames which could still be manual adjusted, but 

more robust. Fig. 7 shows the basic training model of our system. 

We tested the key point numbers, key frame rate and speed when the tracking thread lost track, and 

recorded certain proportion which in our system is half of them as proper key frame rate. Then 

implement PCA (Principal Components Analysis) to reduce the dimension of the model. After that we 

group data as training set and test set, and build regression model based on multi-layer neural network 

with structure showed in Fig. 8. 

Fig. 7. Statistic learning model Fig. 8. Structure of regression neural network 

In Fig. 9 (a) and (b), based on experiments on our ARM and Arduino based mobile robot, parameters 

could be calibrated with regression neural network implemented with Keras framework with Tensorflow 

backend.  

  

(a) (b) 

Fig. 9. Result 

Both linear model and non-linear model has been test on physical system, but the result shows that in 

most situation, non-linear model has heavier computing burden in real system and not necessary. 
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3.4 G2O Based Graph Optimization 

For real time application, to ensure stability and preemptive priority scheduling, temporary increasing of 

tolerance of error should be acceptable. For bundle ajustmnet which could be described as graph optimize 

model with complexity of O(n^3) could be siplified to a O(N^2+ M N^2) problem based on the sparsity 

of the Jacobian. 

For g2o library users, the tolerance is also an adjustable variable to improve adaptive only when 

mapping is not primary mission. 

3.5 Motion Control and Multi-sensor Information Fusion 

In order to improve the accuracy of pose estimation as well as localization, we tried to fusion other forms 

of information with SLAM system. [13] For modern SLAM system, lazor gyro and IMU (Inertial 

Measurement Unit) are common devices. 

For IMU, Based on Euler angles, a linear transform could be used to derive the pose of the camera or 

robot [14]: 
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Thus we have a group of linear differential equations: 
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And for three-axis acceleration sensor, we have: 
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Both velocity and location could be calculated with integration. 

Based on minimum error method, we could derive Kalman Filter Function [14]: 
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Which also indicates that we’ve derived a optimized estimate, and: 
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Thus: 
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In our model, 
1
q , 

2
q  are different ratio for IMU and acceleration sensor, which still need to be 

determined.  

In order to derive the variance, we apply Bayesian formula: 
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So the the product is still gaussian distribution,  
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And we ca optimal kalman gain and the filter equation: 
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With observation equation, we can improve the estimation of velocity and the motion control 

efficiency, thus enhance the self-adaptive operating in SLAM process. 

4 Simulation and Implementation 

Based on TUM dataset, we have simulated SLAM process in different environments. The original ORB 

SLAM system has great rotational errors and loses track easily as the Fig. 10 shows when time interval 

between two key frames become too long. 

 

Fig. 10. Track lost 

Fig. 11 indicates that in this system, SLAM process become more robust and do not lose track easily 

and more adaptive in different moving speed in (a) and (b). Possible reason could be higher key frame 

rate for high speed motion and key point selection filter out more mismatch points, which enhanced the 
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efficiency. 

  

(a) (b) 

  

(c) (d) 

Fig. 11. Tracking and mapping 

However, too much adjusting could cause instability, for instance, inappropriate parameter could lead 

to track lost sometimes. 

5 Conclusion  

Based on velocity self-adaptive key frame selection and key point selection, although map become 

sparser in some specific situation, the system become more robust and self-adaptive. But this system still 

need manual adjustment and parameter identification, which is still a problem yet to solve and could 

reference to some adaptive method in machine learning method.  

Although convolutional neural network is not used in our SLAM system, we managed to explain using 

machine learning method contributes to parameter tuning and other system identification details, which 

could be studied further. 

With the development of sensor technology and data processing, more and more sensors could be used 

in real-time SLAM system. In order to further improve the efficiency as well as the accuracy, it’s 

necessary to study effective methods for multi-sensor information fusion.  

With more study of feature based SLAM, there are still a lot of engineering details which could be 

improved in real system for real-time application. It is possible that SLAM technology combining with 

machine vision and machine learning is widely used in industrial field including visual servo as well as 

automatic drive in the near future. 
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