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Abstract. Surface reconstruction is a very challenging problem arising in a wide variety of 

applications such as CAD design, data visualization, virtual reality, reverse engineering and so 

on. In this paper, surface reconstruction consists of five main tasks (1) the parameterization of 

the point cloud data, (2) the surface fitting based on IGA adaptive node, (3) the surface control 

points calculated, (4) point cloud data segmentation and (5) smoothly stitch surface. 

Combination of immune genetic algorithm and particle swarm optimization (PSO) is proposed 

in surface fitting. A new immune genetic algorithm (IGA) for point cloud fitting that fits a 3D 

point cloud using a B-spline surface with approximate G1 continuity is presented. The B-spline 

patches are stitched together with approximate G1 continuity with a numerical method and the 

particle swarm optimization algorithm. Six examples including B-spline, shell, torus, vase, trim-

Star, and fandisk surfaces, illustrate the good performance of our approach. Our experiments 

show that our proposed method outperforms all previous approaches in terms of accuracy and 

flexibility. 

Keywords: immune genetic, particle swarm optimization, point cloud, surface reconstruction  

1 Introduction 

Surface reconstruction has been a hot topic of research in the past 20 years or so. For the unknown 

surface, We usually gets the 3D point cloud data by 3D scanning equipment. Surface reconstruction 

includes 2 main parts: surface parameterization and surface fitting. For the point cloud obtaining surface 

fitting appropriate, these are very crucial. 

The point set is used to fit the target surface, and make these points from the target surface with the 

minimum deviation, this process is called surface fitting. The surface fitting is widely used in CAD 

design, data visualization, virtual reality, many fields of reverse engineering at home and abroad. surface 

fitting has rectangular surface fitting algorithm, triangle surface fitting, subdivision surface fitting, and 

genetic algorithm surface fitting etc. 

Generally, the reconstruction of a combined parametric surface from a point cloud can be subdivided 

into 4steps: point cloud data parameterization; caculating adaptive knot; point cloud segmentation and 

smoothly stitch of different surface patches. Parametric surfaces can be roughly classified into two 

categories according to the patch type, the Bezier patch and the B-spline patch [1]. Earlier studies using 

the Bezier patch to generate a smooth surface include Eck, Tsaia, Wijk etc. [2-4]. Recently, Lin, Chen 

and Bao [1] proposed an adaptive mesh-fitting algorithm that fits a triangular model with G1 smoothly 

stitched Bezier patches.  

For B spline fitting algorithm, we can refer to literature. Gofukoa, Tamura and Maekawa [5] proposed 

an interpolation algorithm based on the plane three spline curves which is based on the iteration geometry, 

and the tangent vector at the point set and the point set. Abbas, Nasri and Maekawa [6] presented a 
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method of producing a uniform spline curve based on the unit normal and curve constraint. But this 

method can not give the vice normal vector of the space curve. 

2 Related Work  

Generally, there are three main steps to fit a 3D point set with a B-spline curve or surface: parameterize 

the data points, place the knots, and apply a least-square approximation [7]. One of the key steps in using 

splines to approximate a point cloud successfully is to determine good placements for the knots. 

Several methods have been used to determine knot location in the approximation of B-spline curves. 

Yoshimoto, Haradab and Yoshimotoc [8] and Tsaia, Hob, Liuc and Chouc [9] have proposed a method to 

solve the converter problem by modeling the candidates of the locations of knots as antibodies. Zhao, 

Zhang, Yang and Li [10] proposed an improved adaptive knot placement method based on GMM 

algorithm. Gálvez and Iglesias, Gálvez, Iglesias and Puig-Pey [11-12] reconstructed surfaces from points 

cloud using GA and PSO approaches respectively. However, the improved algorithm has not been 

applied to the different stitching patches. 

The genetic algorithm that was first proposed by Hooland in 1975, originated from the study of natural 

and artificial adaptive systems [13-14]. However, genetic algorithm is the lack of a local searching ability 

and premature convergence. Thus, to find the golbal optimum is difficult. 

Several methods have been proposed to improve the genetic algorithm. One of the most important 

method is the immune genetic algorithm [15-16]. 

Jiao et al proposed the immune genetic algorithm (IGA) [35]. The idea is based on the biological 

immune mechanism proposed for improving genetic algorithm, it will solve the problem of the objective 

function corresponds to the invading antigens of life, the problems of solutions corresponding to the 

immune system produces antibodies. When solving practical problems, the objective function and 

constraint condition as antigen input, then generating initial antibody group, through a series of genetic 

operation and antibody affinity calculation, and antibody concentration to maintain the diversity of the 

antibodies to find the biggest affinity antibody and antigen population.  

Particle swarm optimization algorithm (PSO) was proposed by Kenndey and Eberhar [17-19] in the 

United States in 1995. This algorithm is an evolutionary computation technique based on swarm 

intelligence, which is inspired by the behavior of birds, schools of fish and human society. According to 

the research and practice in recent years, PSO has the advantages of fast convergence, high quality and 

good robustness, so it is especially suitable for engineering applications. But PSO algorithm has 

drawbacks, the most major problem is easy to produce premature convergence, poor local search 

optimization ability. According to this, there have been some improvements of PSO algorithm in recent 

years, such as fuzzy PSO algorithm, for example, proposed by literature [29-31], intelligent PSO 

algorithm, hybrid PSO algorithm etc. For the various PSO algorithm and the hybrid algorithm, most 

basically using a strategy to improve the algorithm, or combined with other algorithms. At the same time 

using the mixture of two strategies method is less. 

PSO algorithm research is still in the initial stage [20-23]. It is a relatively new computing technology 

evolution based on swarm intelligence theory, and its basic research is still relatively poor, such as the 

convergence problem, how to improve the search efficiency problem of the algorithm in the solution 

space, and study the algorithm model in theory. In addition, parameters choice of the PSO algorithm 

depends on the specific problems, in general, to design a suitable parameter to repeatedly experience. 

How to choose and design parameters, making it less depending on the specific problems, it will greatly 

promote the development and application of the PSO algorithm. 

In general, reconstruction of the three dimensional CAD model is the core of the reverse engineering 

and the main purpose, it is basis of the subsequent performance analysis, processing and manufacturing, 

rapid prototyping and product innovation design, and is the key and the most complicated part of reverse 

engineering. 

In this paper, we address the above-mentioned problems by using a fusion method with IGA and PSO. 

In particular, given a set of 3D data points assumed to lie on an unknown NURBS surface of a certain 

order, the algorithm is applied to determine all relevant surface data (i.e. parametric values of data points, 

knot vectors, control points and their weights) thus actually returning the reconstructed NURBS surface.  
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3 NURBS Surfaces 

Let k l×  order NURBS surface expression is 
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4 Our Method  

4.1 Points Cloud Data Parameterization  

Genetic algorithm is used to the point cloud data parameter. There are two main ways of gene encoding: 

binary encoding and real encoding. For more variable optimization problem, we use real encoding 

genetic algorithm to express the genetic information. In order to improve the optimization probability, we 

can use high crossover probability and mutation probability.  

Firstly, determining the parameter vector 
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T t t t=  and node vector U , then solving a linear 

optimization problem of control vertex ( 1,2,..., )
j

P j l= . As shown in the formula (2):  
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According to the formula (2), selecting the parameters 
i
t ( 1,2, , )i m= �  and the node 

( 1, , 1)
i
u i n k= + +�  and indepnedent variables n k m− + , therefore each individual has n k m− +  gene. 
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Seclection opterator of the roulette is adopted in the paper. If individual adaptive value id 
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D ( 1,2 , )i n= � , the provability of being chosen is  

 

1

i

i n

i

i

D
P

D

=

=

∑
. (3) 

Each gene in a population of a group of individuals has a mutation of the prior set of mutation 

probability 
m
p . Specific processes are as follows: each gene of the group obtained after crossing, A 

random number a  is generated in (0,1) uniform. If 
m

a p< , that is in (0,1), to take a value at random g’, 

assignment the gene g.  

4.2 Adaptive Knot Based on IGA  

The distribution and number of knots need to consider the approximation accuracy of the B-spline 

surface. Immune genetic algorithm (IGA) can be obtained by optimizing the B-spline surface of 

bidirectional nodes to get more accurate fitting surface. The algorithm consists of the following six steps: 

(1) The random initialization of population, input scattered points cloud ( 1,2, , )
i
P i p= � and other 

initial parameters ( , , , , )m n s t L ,m and n  is the number of control points along the dirction vector of u and 
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v  respectively. s and t  is the number of spline along the dirction vector of u and v  respectively 

(2) Calculate the similarity of antibody and antigen 

Firstly, the basic Coons surface is constructed by four B spline curves. Then, the internal points are 

mapped to the basic surface and their parameters are formed ( , )
r k k
q u v , B spline surface can be 

calculated by the least square method:  
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Where, 
r
q is the measurement of the data point set. 

(3) Promote and restrain of antibody 

The concentration of the antibody 
c
p is the proportion of similar antibodies in the population. 

cv
p  is 

the proportion of the average antibodies in the population. The probability that an individual will be 

selected is fp is the antibody’s average probability of being selected. p is The probability distribution of 

all individuals to be selected. 
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where a > 0, The Eq. (5) shows that in the current population concentration. To decide whether to 

increase or reduce the probability of individual choice, if the concentration is low, to increase the 

probability of individual choice, that is promotion, and vice versa, that is, inhibition. 

(4) The production of antibodies, the implementation of crossover and mutation in population. 

(5) Perform vaccination operation, generate the new generation of population. 

Perform vaccination for CK to obtain the population of DK. 

(6) Termination condition 

If the whole fitness value is smaller than ε  (a pre-defined fitness threshold), or the maximum number 

of iterations has been reached, then stop; otherwise go to step 2 

4.3 Curve Control Points Calculation  

The control points of B spline surfaces are determined by the least square method. Given m-1 data points. 

0, 1 1
, ( )

m
q q q m n

−

>� , a B-spline surface with k orders of n+1 control points is computed as follows: 
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The least square method is used to approximate the k times B-spline curve. 
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So, 
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Here, a linear equation is derived to control point D for the unknown quantity. 

Let 1,2, , 1l n= −�  be a set of equations containing N-1 of the unknown quantity: 
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Where N: ( 1) ( 1)m n− × − order scalar matrix; 
T

N : N  transposed matrix; R and D: a vector containing n-1 elements array. 

4.4 Point Cloud Data Segmentation  

In this paper, the whole point cloud data is divided into several regions, each of which corresponds to a 

sub region of the solid object, using the region growing method to obtain the sub region, the point cloud 

data segmentation algorithm is as follows:  

(1) Caculating the principal curvature and principal direction of the scattered point cloud. 

(2) Identifying all boundary points: the state of the boundary points is labeled as S=-1, the state of the 

non-boundary points is labeled as S=0. 

(3) Querying state S = 0 of any point as the seed point, to begin a new sub region, to establish the initial 

cohort, the seed points are enqueued and set its state to s = 1. 

(4) the regional growth method to identify the sub area is as follows: Out team a point and query the 

status of all the adjacent points S=0; While (the presence of the neighboring points of the state S=0) All 

the adjacent points {enqueue state of S=0, the team after the state point set to s=1; Out of the team a point 

and the status of the s=0 query all the adjacent points;}.  

(5) Querying state S=0 of any point as the next seed point, beginning the next sub region recognition, 

followed by repeated. If there is no seed point to exist, it indicates that all the sub area identification is 

completed. 

4.5 Smoothly Splicing B-spline Surface Patches with PSO 

Two B-spline surface patches with G0 continuity are stitched in four steps: 

Step 1. Initialize the particles with random positions and velocity vectors. Initially, the PSO is 

composed of a swarm of pn possible particles. generated in the search space. A particle at its t-th iteration 

consists of a position vector and a velocity vector defined as follows: 
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Step 2. Calculate the best fitness. Each particle in the swarm has a personal fitness value. Because the 

curves which were defined on [ ]1 ,  ...,
i i k
u u

+ +
and 

1
 ,  ...,j j kv v

+ +
⎡ ⎤⎣ ⎦  are affected heavily by the corner 

control point l

c
d , Update the fitness of each particle pbest and the global best fitness gbest, as follows: 

 
,

( ) min{ , 0,1 }
ij p t
p t f t gen= = … , ( ) min{ ( ), 0,1, }

gj ij
p t p t t n= = … .  (15) 

Step 3. Update the velocity vector and position for every particle. Every particle will modify its 

velocity and position using the following formula: 

The location of the ith partical is denoted as ( )
i
x t , the speed velocity is denoted as ( )

i
v t , The best 

position (the current local optimal solution) is denoted as ( )
i
p t , The best position (the current global 

optimal solution) of the whole particle swarm is denoted as ( )
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p t . 

 

1 1

2 2

( 1) ( ) ( )( ( ) ( ))

( )( ( ) ( ))

ij ij j ij ij

j gj ij

v t v t c r t p t x t

c r t p t x t

ω+ = ⋅ + ⋅ − +

−

, ( 1) ( ) ( )
ij ij ij
x t x t v t+ = + . (16) 

Where ω is the positive inertial weight, (0,1)ω∈ . 
1 2
,c c  is acceleration constant. [ ]1 2

, 0,2c c ∈ . 

1 2
( ), ( ) ~ (0,1)

j j
r t r t U . In the study, the values of is 0.5. 

Step 4. If the given stop criteria are not met, set t = t + 1, and go to step (2), else select the ( )
gj

p t position 

as the optimal solution.  

5 Experimental Results 

In this section we report our experimental results. Some implementation issues are also briefly outlined. 

Finally, a comparison with some previous approaches and the issues of computation times and choice of 

GA parameters are discussed. 

5.1 Implementation Issues  

All computations in this paper have been performed on a 1.7 GHz. Intel Core 2 Duo processor with 

1.88GB of RAM. The source code has been implemented by the authors in the native programming 

language of the popular scientific program Visual C++ 6.0.  

5.2 Illustrative Examples  

In this section, several examples from different families of functions. is tested in our algorithm. We 

consider six of them: a B-spline surface, shell surface, torus, vase, trim-Star, fandisk. 

Example 1: A B-spline surface. We consider a set of 8321 data points from a (4,4) order B-spline 

surface with 8×6 control points. Mean errors for data points coordinates are 2.68×10-6, 8.39×10-6 and 

6.52×10-6, respectively, showing that the reconstructed surface matches original surface very well. While 

maximum errors in data points are 2.25×10-5, 5.39×10-5 and 4.57×10-5 

 

Fig. 1. B-spline point cloud (left) and fitting surface (right) 

Example 2: shell surface. Next example is a parametric surface known as shell and given by: 
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We consider a set of 7500 data points with a B-spline surface of order varying from 2 to 9. Fig. 2 

shows the fitting surface obtained by our method for a (8,8) order B-spline surface with a net of 19×19 

control points. Mean errors in this example for data points coordinates are 7.964×10-7, 7.19×10-7 and 

1.47×10-8, respectively.  

 

Fig. 2. Shell point cloud (left) and fitting surface (right) 

Example 3: torus. Similarly to previous example, this surface is closed in one parametric direction and 

open in the other one, and also has a singularity point. Given a set of 4800 data points, the best fitting 

surface we got is a (3,4) order B-spline surface with 4×16 control points and a population of 100 

individuals. Mean error for data points coordinates are respectively, 3.24×10-6, 3.04×10-6 and 7.84×10-7, 

while maximum errors in data points are 1.78×10-5, 2.16×10-5 and 9.63×10-6 

 

Fig. 3. Torus point cloud (left) and fitting surface (right) 

Example 4: vase. This surface is expressed parametrically by: 
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For a set of 6000 data points, the best fitting surface in this case is a (5,5) order B-spline surface with 

18×18control points for a population of 100 individuals, with mean errors 2.53×10-7, 2.371×10-7 and 

3.91×10-8 for x, y and z, respectively.  
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Fig. 4. Vase point cloud (left) and fitting surface (right) 

Example 5: trim-star. We applied our method to a set of 5192 data points from this surface and 

obtained extremely accurate results. Best fitting surface for this example was a (10,10) order B-spline 

surface with a net of 20×20 control points. Our trials show that decreasing B-spline order or number of 

control points yields worse fitting errors. In surface of Fig. 5 mean errors for the data points coordinates 

are 3.10×10-15, 3.87×10-15 and 5.29×10-15, respectively. This example shows that the method performs 

extremely well even for non-zero genus surfaces, which are traditionally troublesome for many surface 

reconstruction methods. 

 

Fig. 5. Trim-star point cloud (left) and fitting surface (right) 

Example 6: fandisk. In this case, the best fitting surface is a set of 16728 data points Mean error for data 

points coordinates is 1.45×10-10, 1.57×10-10 and 3.66×10-11, respectively. We remark the excellent results 

obtained by the method in this example and previous one; to the best of our knowledge, they improve by 

far those found in the literature on the subject. 

 

Fig. 6. Fandisk point cloud (left) and fitting surface (right) 

In all, we could reconstruct the surface very well although, depending on our choice of surface 

parameters(order and number of control points). We also tested the robustness of our approach against 

noise, by perturbing some sampled data points by a real uniform random variable of mean 0 and variance 

0.05 δ× , whereδ  is a parameter accounting for surface size. Our trials showed that the method is robust 

against low-intensity noise. 

5.3 Comparison with Other Approaches  

As shown earlier, our fusion method performs very well for the problems analyzed above and others not 

included here to keep the paper at reasonable length. Compared with other surface reconstruction 

approaches found in the literature, our method outperforms them in terms of accuracy and flexibility. 

Table 1 summarizes our main results. Compared methods are arranged in rows and sorted so that 

evolutionary-based methods for polygonal meshes [29-30] and piecewise surfaces [31] follow; finally, 

our method is reported. For each method, the following issues are discussed: technique employed in the 

method, number of data points in examples reported in the corresponding entries, population size (when 
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applicable), output of the method and number of parameters involved, runtime, reported error, behavior 

of the method with respect to our examples 1-6. 

Table 1. Comparison of the proposed method with othe alternative surface reconstruction methods. 

Authours Method Data points Population Output Runtime Error Examples 1-6 

Evolutionary 

approach 

Goinski [24] 

Evolutionary 

algorithms 

Not 

reported 

30 (sphere) 

30 (fractal)

50 (head) 

Polygonal mesh 

(triangulation)

Tens of 

minutes 

to hours 

Not reported 

ex.1-4 works 

properly 

EX.5,6 fail 

Wagner et 

al.[26] 

Multi-objective 

evolutionary and 

genetic algorithm 

823-17307 20 
Polynomial  

B-spline 

Tens of 

hours to 

days 

Data points:

10-2 

Only ex.1 works 

properly ex.2-6 

fail 

Weinert et al. 

[27] 

Evolutionary 

search and 

Genetic 

programming 

192 500 
PolynomialB-

spline 
24 h 

Data points: 

10-2 

Only ex.1 works 

properly ex.2-6 

fail 

Sarfraz [25] 

Simulated 

evolution 

algorithm 

441-1024
Not applicable 

here 

Polynomial  

B-spline 
Minutes 

Data points: 

10-1 

Only ex.1 works 

properly ex.2-6 

fail 

Our method Fusion algorithm 
5000-

19728 
50-500 

Polynomial  

B-spline 

Tens of 

seconds 

To minutes 

Data points:

10-8 

-10 -15 

All work properly

 

Lecture [24] is hard to be compared, since its output is a polygonal mesh instead of a real 

mathematical surface and neither the number of data points nor the errors are reported.  

A very recent approach is given in [26], where a multi-objective evolutionary algorithm approach is 

applied to reconstruct a siimple smooth surface with different sets of data points. 

The method by Weinert, Shamsuddin and Samian [27] combines NURBS with constructive solid 

geometry in a hybrid evolutionary algorithm/genetic programming approach. In practice, however, the 

method is much simpler and less powerful than ours since no parameterization of data points is actually 

computed. 

In [32] an evolutionary heuristic technique known as simulated evolution is applied to curve and 

surface fitting problems using NURBS. This method is very limited in nature, since instead of computing 

the knot vectors and the parameterization of data points, their values are assumed a priori. Similarly, it is 

assumed that the number of control points is equal to the order of the NURBS, then control points are 

calculated by least-squares method directly. Moreover, this method fails for non-height-map surfaces so 

examples 2-6 of this paper cannot be reconstructed.  

To summarize, no other surface reconstruction approach described in the literature reported fitting 

errors as low as those achieved in this work. Besides, the examples anlayzed here are, by far, much more 

complex and challenging that those found in previous papers. Our method exhibits a remarkable 

flexibility, being able to adapt to a wide range of situations. 

6 Conclusions and Future work 

In this paper, the surface fitting of complex surfaces is studied, and a new algorithm based on immune 

genetic algorithm and Particle Swarm Optimization is proposed, The genetic immune algorithm is 

introduced into the Particle Swarm Optimization algorithm, and the initial population is formed by the 

solution group, Taking the current global optimal solution as a vaccine, the initial population selection, 

crossover, adaptive vaccine and so on. Through multiple iterations, the optimal solution and the current 

global optimal solution are compared. Experimental results show that the method has good convergence 

speed, and the surface fitting is less time-consuming. Through this algorithm, the fitting accuracy is 

higher. In all examples our fitting errors are astonishingly small when compared to any other previous 

approach.  

In spite of these excellent results, there is still room for further improvement. Future work includes the 

consideration of NURBS surfaces as fitting surfaces of our method. It is also an open question how to 

optimize the process in order to reduce the computational load of this approach. On the other hand, our 
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scheme is very general and can therefore be applied to a wide range of practical problems. We expect to 

apply it to some real-world settings described in the literature. This task will give us a very valuable 

feedback towards the potential improvement of our current approach. 
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