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Abstract. Cloud computing is a commercial infrastructure that eliminates the need for 

maintaining expensive computing facilities. In this paper, a virtual network is a set of nodes with 

edges that denote the communication bandwidth requirement between them, while a physical 

network denotes a set of physical nodes with edges that represent the available physical 

resources. Our goal is to map the virtual nodes of the physical nodes and find a physical 

resource allocation to meet the logical network demands, subject to physical network constraints. 

An efficient approach is proposed to achieve a feasible virtual to physical mapping. Experiments 

were conducted to demonstrate the efficiency of the proposed algorithms.  
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1 Introduction 

The internet has been a great success in the past few decades and has provided a whole new way to 

access and exchange information. However, due to the multi-provider nature of the internet, adopting 

new network architecture requires not only changes in individual routers and hosts, but also joint 

agreements among ISPs. [1]. Generally, there are two approaches to deliver services in real life. One way 

is to buy new resources and build a new system according to the specific service requirements. Another 

way is to accomplish the required tasks using available resources in the existing system. The first way 

needs a great of cost so the second way is feasible in real life. 

In a cloud computing environment, a virtual network could represent a set of virtual machines that 

must be deployed on two physical servers, where the virtual links denote the communication 

requirements between them. The physical network consists of the physical servers and physical 

communication links between them. The mapping problem then translates into assigning virtual 

machines onto physical servers and assigning flows in the physical network with bandwidth allocation to 

meet the virtual communication requirements [2-3]. 

In distributed computing literature, the problem that we consider is related to the problem of task/job 

allocation to processors [4-8]; here the goal is to assign tasks to processors to optimize various different 

performance metrics. In [4-5], the formulation involves processing costs for each task and 

communication costs for flows and the goal is to minimize the entire program completion time. In [6], 

the sum of execution and communication costs is minimized for a homogeneous network, while in [7], a 

heterogeneous network model is considered. The main difference of this literature from our problem is 

that we do not consider any specific optimization but rather explicitly consider linking capacity 

constraints on the physical network. We also address the important question of feasibility of mapping a 

given logical network onto a physical network by introducing feasibility checks based on logical physical 

graph cuts. 

The load balancing problem on networks is a generalization of the load balancing problem on 

unrelated parallel machines [9]. A competitive strategy to minimize congestions in online virtual circuit 

routing was developed by Aspnes et al. to achieve a competitive ratio of O(log n) for permanent (i.e., 

infinite holding time) virtual circuits, where n is the number of nodes in the network [10]. It was 
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extended to the case of finite holding time circuits in [11]. The node selection and placement problem has 

also been studied in the context of web server replication and access network design [12-14]. Shi et al. 

investigated the server placement problem in overlay networks to ensure desired service quality to all its 

customers [15].  

In the paper, we present an efficient approach to solve the mapping problem, namely, (1) solve for a 

feasible node assignment, and, (2) given the node assignment, solve for the flow assignment. In the first 

problem, we first present a clustering algorithm to create an augmented physical network. Next, 

according to the location requirement of the virtual nodes, every virtual network node is mapped onto a 

physical network node to satisfy capacity constraints. The latter problem can be solved using multi-

commodity flow algorithms [16-17]. Experiments were conducted to demonstrate the efficiency of the 

proposed algorithms. 

The remainder of the paper is organized as follows. In Section II we formulate the mapping problem 

and decompose it into a node assignment sub-problem and a flow assignment sub-problem. In Section III 

a novel node assignment algorithm is proposed. Section IV uses the multi-commodity flow algorithms to 

solve the flow assignment problem. Section V presents experimental results and finally Section VI 

concludes the paper. 

2 Terminology and Problem Formulation 

A weighted undirected graph, Gv = (Vv, Ev, Wv), which is used to represent given tasks, is a virtual 

network. A vertex in Vv represents an implementation of a functional task and an undirected edge ev(i, j) 
exists in Ev if there are communications between the task i and the task j. In the virtual network, the 

communication requirement (bandwidth) between the task i and the task j is denoted by the edge weight 

wv(i, j)∈Wv and the storage requirement of the task i is denoted by the weight wv(i)∈Wv of the node vv(i). 
The logical tasks need to be mapped onto a given real physical device (computers/processors), which is 

represented as a physical network. Let Gp = (Vp, Ep, Wp) be a weighted undirected graph that represents 

the physical network. A vertex in Vp represents a real physical device and an undirected edge ep(i, j) 
exists in Ep if the physical device i can be linked physically to the task j. Let wp(i, j)∈Wp denote the edge 

weight, which represents the communication capacity of a physical link from node vp(i) to node vp(j) in 

Ep. In the physical network, the storage capacity of the physical device i is denoted by the weight 

wp(i)∈Wp of the node vp(i). Note that multiple logical nodes can be mapped into one physical node if the 

total storage requirements of the logical nodes do not exceed the storage capacity of the physical device. 

Fig. 1 illustrates a virtual and physical network. There are two virtual networks as shown in Fig. 1(a) 

Every virtual network is composed of three virtual tasks with communication requirements among them. 

It can be seen that there is a bandwidth requirement of 15Mbps between nodes vv(a) and vv(c) and a 

storage requirement of 20Mbytes for the task a. In Fig. 1(b), the physical network composed of eight 

physical devices A, B, C, D, E, F, G, and H. The communication capacities between the physical devices 

and the storage capacities are given in the edge weights and node weights, respectively. 

The mapping problem is to map virtual nodes onto physical nodes such that the required 

communication and storage can be satisfied. In this paper, we allow that multiple virtual nodes can be 

accommodated with one physical node and allow also multi-path routes flow routing, subject to the link 

capacity limits in the physical network. Fig. 2 is mapping results of Fig. 1. The virtual nodes vv(a), vv(b), 

and vv(c) in the virtual network 1 are mapped onto the physical nodes vp(C), vp(H), and vp(B) in the given 

physical network, respectively. The virtual nodes vv(d), vv(e), and vv(f) in the virtual network 2 are 

mapped onto the physical nodes vp(A), vp(D), and vp(H) in the given physical network, respectively. 

Please note that since multiple logical nodes can be accommodated to one physical node and multi-path 

routing is allowed, the virtual nodes vv(b) and vv(f) can be mapped simultaneously onto the physical node 

vp(H)and the communication requirements between vv(a) and vv(b) in the virtual network 1 and between 

vv(e) and vv(f) in the virtual network 2 are achieved with aggregated bandwidth of 22 Mbps, which is 

implemented to the path CDGH in the physical network. As a result, we say that the physical nodes vp(A), 

vp(B), vp(C), vp(D), and vp(H) are mapped nodes and ep(A, B), ep(B, E), ep(E, F), ep(F, H), ep(G, H), ep(D, 

G), ep(C, D), and ep(A, C) are mapped edges in Fig. 2. 
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(a) two given virtual networks 

 

(b) a given physical network 

Fig. 1. An example of weighted undirected graphs 

 

Fig. 2. Mapping results of Fig. 1 

In the mapping problem, we need to find two solutions: (1) a node assignment solution to 

accommodate every virtual node with a physical node under capacity constraints and (2) a flow 

assignment solution to satisfy the communication constraints of the virtual requirements. The 

communication constraints reflect the fact that the aggregated flow passing anyone physical link cannot 

exceed the link capacity, i.e. the actual allocated aggregated bandwidth on the set of flows between a 

node pair in the physical network is larger than or equal to the virtual demand requirement between the 

corresponding node pair in the virtual network. 

We can formulate mathematically the mapping problem. Assume that there are x virtual nodes vv(1), 

vv(2), …, vv(x), which are mapped onto a physical node vp(i) in a node assignment solution. If this node 

assignment is feasible, the following equation (1) must be satisfied for any a mapped node, vp(i), in the 

physical network. 
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Consider a undirected edge ep(i, j) in the physical network whose edge weight is wp(i, j) and there are y 

virtual edge weight wv1, wv2, …, wvy allocated weight on them, where wvy represents the y-th logic edge 

weight. A flow assignment is feasible if the relations between physical link capacity and logical 

requirement constraints meet the following equation (2) for any a mapped edge, ep(i, j), in the physical 

network. 
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Accordingly, the mapping problem for cloud computing as follows. 

Given two weighted undirected graphs, which represent a virtual task network and a physical device 
network, respectively, find the feasible node and flow assignments to map the virtual network onto the 
physical network. 

3 Node Assignment Algorithm 

In this section, a node assignment algorithm will be presented to generate a feasible node assignment, i.e. 

mapping to all nodes of the virtual network onto the nodes of physical network so that the capacity 

constraints are satisfied. We first present a clustering algorithm to create an augmented physical network. 

Next, according to the location requirement of the virtual nodes, every virtual network node is mapped 

onto a physical network node to satisfy capacity constraints. 

3.1 Augmented Physical Network Construction  

The objective of a clustering algorithm is to find groups of objects such that the objects have similar 

characteristics in the same group. In this subsection we present a clustering algorithm which produces an 

optimal number of clusters. A binary tree is a simple structure for representing binary relationship, and 

any connected components of tree is called subtree. Each cluster corresponds to one subtree, which does 

not overlap there presenting subtree of any other cluster. Clustering problem is equivalent to a problem of 

identifying these subtrees through solving a tree partitioning problem. 

Given a point set S, a Minimum Spanning Tree (MST) [18] is first constructed from the points in S. 

The weight of the edge in the tree is the Euclidean distance between the two end points. Next the average 

weight Ŵ of the edges and its standard deviation σ are computed; any edge with W > Ŵ + σ or current 

longest edge is removed from the tree. This leads to a set of disjoint subtrees ST = {T1, T2 …}. Each of 

these subtrees Ti is treated as a cluster. The centers of clusters or regions are identified using eccentricity 

of points. These points are a representative point for the each subtree ST. A point ci is assigned to a cluster 

i if ci ∈ Ti. The group of center points is represented as C = {c1, c2, …, ck}. These center points c1, c2, …, 

ck are connected and again minimum spanning tree is constructed. This minimum spanning tree is used 

for finding optimal number clusters. A Euclidean distance between pair of clusters can be represented by 

a corresponding weighted edge. Our algorithm is also based on the minimum spanning tree but not 

limited to two-dimensional points. There were two kinds of clustering problem; one that minimizes the 

maximum intra-cluster distance and the other maximizes the minimum inter-cluster distances. Our 

algorithm produces clusters with intra-cluster similarity. Next, the algorithm converts the subtree/cluster 

into dendrogram. This algorithm uses both divisive as well as an agglomerative approach to find Dual 

similarity clusters. Since the subtrees are themselves are clusters, are further, classified in order to get 

more informative similarity clusters. 

3.2 Node Assignment  

The key idea of the node assignment algorithm is to select a cluster of nodes that are not only lightly 

loaded but also likely to result in low link stresses when they are connected. This is achieved through a 

coarse-to-fine approach: In the algorithm, a cluster center in the network is first identified based on the 

stress level in its neighborhood. The nodes are then selected sequentially based on their distances. 

After identifying the cluster, the next step is to select the rest of the nodes. Rather than simply 

selecting nodes with minimum stresses, our node selection algorithm also considers the link stress by 

weighting the node stress based on its distances to other selected substrate nodes. We adopt the definition 
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of distance from the shortest-distance path algorithm [19], which can effectively balance the network 

load among links and efficiently utilize network resources. The set of substrate nodes with the minimum 

potential are then selected. 

After all nodes are determined, we need to map the virtual nodes into the selected nodes such that 

virtual nodes with higher degrees are mapped to nodes. The intuition behind this is that virtual nodes with 

higher degree will set up more virtual links. All of these virtual links will go through some of the 

physical link in the neighborhood of the corresponding physical node. Therefore, the above matching 

tends to reduce the congestion and balance the link stress. 

4 Flow Assignment Algorithm 

In the multi-commodity flow (MCF) problem [4], each commodity (s, t, d) is composed of a source node 

s, a destination node t and a demand d. The objective of this problem is to minimize the cost of routing a 

set of commodities simultaneously in G. One variation of the MCF problem is the maximum-concurrent 

flow problem. In this problem, the objective is to maximize the scaling factor f, such that for each 

commodity i, the f*d amount of demand can be routed simultaneously. The solution to the maximum-

concurrent flow problem, if one exists, gives the largest possible value of the scaling factor f and the flow 

placement of each commodity on the graph. The commodity placement is a set of paths and it discloses 

the amount of demand for each commodity that should be placed on each graph edge in order to achieve 

the optimal f value. 

In the flow assignment problem, we are first to reserve a fixed amount of bandwidth exclusively for 

each pair of network edge nodes. The amount of bandwidth to be reserved and along which path(s) for a 

network edge pair is based on the solution to the corresponding maximum-concurrent flow problem. 

More precisely, suppose that d is set to 1, f amount of bandwidth will be reserved for a network edge pair 

(s, t) along the obtained commodity placement for the commodity (s, t, d). Next, we attempt to find a 

viable path for each pair of nodes using the just reserved bandwidth for that network edge pair. The path 

searching process is attained by applying the least-cost routing algorithm, which determines the least cost 

route with link cost being defined as the reciprocal of link bandwidth allocation percentage. If a feasible 

path cannot be found, then our scheme will attempt to run least-cost routing on the reserved resources 

plus the currently unallocated network resources. It is important to note that the first step is necessary 

only when there is a topology change or when a new edge pair is identified since the last time this step is 

performed. Otherwise only the second step is needed to determine a feasible assign. 

5 Experimental Results 

In this section, we first describe the evaluation environment, and then present our evaluation results. We 

have implemented a discrete event simulator to evaluate the performance of our algorithms which is 

freely available at [20]. The physical network topologies in our experiments are randomly generated with 

50 nodes using the GT-ITM tool [21] in grids. Each pair of physical nodes is randomly connected with 

probability 0.5. The CPU and bandwidth resources of the physical nodes and links are real numbers 

uniformly distributed between 50 and 100. In each virtual network request, the number of virtual nodes is 

randomly determined by a uniform distribution between 2 and 10 following similar setups to previous 

works [22]. The CPU requirements of the virtual nodes are real numbers uniformly distributed between 0 

to 20 and the bandwidth requirements of the virtual links are uniformly distributed between 0 and 50. 

We use several performance metrics for evaluation purposes in our experiments. We measure the 

average acceptance ratio, revenue, and provisioning costs for virtual network requests over time. We also 

measure the average node utilization and average link utilization of the substrate network. In all these 

cases we plot the performance metrics against time to show how each of the G-MCF [21] and D-ViNE-

SP [22] algorithms actually perform in the long run. 

Fig. 3 and Fig. 4 depict the average utilization of physical nodes and physical links for different 

algorithms. It can be seen that the proposed algorithm has the highest node and link utilization. We 

believe that the reason behind this is the distributed nature of the proposed algorithm. 
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Fig. 3. Average node utilization 

 

Fig. 4. Average link utilization 

6 Conclusions 

In this paper, we study the problem of mapping a virtual network on to a physical network in cloud 

computing. We set a set of nodes with edges that denote the communication bandwidth requirement 

between the machines in the virtual network and a set of physical nodes with edges that represent the 

available physical resources in a physical network. The goal is to map the virtual nodes of the physical 

nodes and find a physical resource allocation to meet the virtual network demands subject to physical 

network constraints. An efficient approach is proposed to achieve a feasible virtual to physical mapping. 
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