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Abstract. The artificial bee colony algorithm (ABC) is a kind of stochastic optimization 

algorithm, which is used to solve optimization problems. In view of the shortcomings of basic 

ABC with slow convergence and easily falling into local optimum, a modified artificial bee 

colony algorithm (MABC) is proposed. First, a high dimension chaotic system is employed for 

the sake of improving the population diversity and enhancing the global search ability of the 

algorithm when the initial population is produced and scout bee stage. Second, a new search 

equation is proposed based on the differential evolution (DE) algorithm, which is guided by the 

optimal solution in the next generation of search direction to improve the local search. Finally, a 

learning probability (P) method is introduced, corresponding to different value with each particle. 

Thus, the capacity of the exploration and exploitation of each particle in the population is 

different, which can solve different types of problems. The performance of proposed approach 

was examined on well-known 10 benchmark functions, and results are compared with basic 

ABC and other ABCs. As documented in the experimental results, the proposed approach is 

very effective in solving benchmark functions, and is successful in terms of solution quality and 

convergence to global optimum.  

Keywords:  artificial bee colony algorithm, high dimension chaotic system, learning probability, 

numerical optimization, search equation 

1 Introduction 

Inspired by the intelligent behavior of the insects, swarm intelligence(SI) have caused concern in the 

natural computing field recently. It regards foraging behavior as optimization process, using the idea of 

“survival of the fittest in nature, the selection mechanism of the survival of the fittest” to make the 

population evolve continuously. The most famous algorithms include genetic algorithm (GA) [1], particle 

swarm optimization (PSO) [2], ant colony optimization (ACO) [3], and artificial bee colony (ABC) [4]. 

In this paper, we focus on the ABC algorithm [4-6], originally developed by Dervis Karaboga in 2005 [6-

8]. Compared with the aforementioned algorithms [1-3], the ABC is simple, easy to implement, with fast 

convergence, strong robustness and obvious advantages in dealing with combined optimization problems 

[6]. Yet, similar to other SI algorithms, the ABC still has some similar common problems. For example, 

the convergence rate still has room for further improvement, the population diversity is not sufficient, 

and the local optimization is easy to be introduced.  

In SI algorithms, the two most basic operations are exploration and exploitation closely relating with 

the algorithm performance. Strong exploration requires plenty of time in locating best solution, leading to 

slow convergence. Conversely, powerful exploitation normally results in premature convergence. Thus, it 
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is vital to strike a good balance between exploration and exploitation. 

To improve the ABC algorithm, many scholars have aimed at the above problems. Because solution 

search equation of the ABC tends to exploration as opposed to exploitation. Improved algorithms in the 

literature include the follows: Zhu and Kwong [7] proposed the GABC based on PSO algorithm, which 

are both the global optimal and personal optimal information to join the neighborhood search strategy, 

and can effectively enhance the convergence characteristics of the algorithm. However, “oscillation” 

phenomenon may occur since the guidance of the two terms may be in opposite directions. This situation 

causes inefficiency to the search ability and delays the convergence speed. Gao and Liu [8], inspired by 

differential evolution (DE), proposed two improved solution search equations, namely “ABC/best/1” and 

“ABC/rand/1”. Subsequently, a selective probability P is introduced to control the frequent introduction 

of “ABC/rand/1” and “ABC/best/1”. Gao and Liu [9] proposed an improved solution search equation 

based on the DE, considering that the bee searches only around the best solution of the previous iteration 

to improve the exploitation. In the literature [10], the Powell’s method is to enhance the local search with 

large computation. K1 ran and F1 nd1 k [11] developed a directed search strategy by adding direction 

information for each dimension, leading to slow convergence. Kiran et al. [12] launched the idea of 

mixing five various search strategies to update solutions via different update rules on employed or 

onlooker phrase. Thus, it is more robust and effective than that of the basic ABC. Yet, no other measures 

were taken to improve performance while improving the search equation in the literature [8-12]. In 

addition, numerous scholars modified ABC by changing its initial method to obtain good initial solutions. 

For example, Alatas [13] adopted seven different chaotic maps to apply to ABC algorithm and analyzed 

performance with each improved ABC. Kuang et al. [14] introduced two strategies: Tent chaotic 

opposition-based learning initialization method and the self-adaptive tent chaotic searching. Sharma and 

Pant [15] suggested the Halton chaos system to generate initial distribution, which is done using Halton 

point sets for enhancing the performance of basic ABC. The common flaw of the three literature is the 

lack of selectivity. 

Compared with previous works, the main contributions are proposed to address the exploration and 

exploitation trade-off issue: a high dimension chaotic initial method is employed for the sake of 

improving the population diversity. Subsequently, a new solution search equation based on DE is 

incorporated to ABC to avoid “oscillation” phenomenon” caused by GABC. In addition, the learning 

probability (P) is proposed to handle different values of the particles, and thus the capacity of the 

exploration and exploitation of each particle is different. This enables a general solution for different 

types of problems. 

The rest of this paper is organized as follows: Basic ABC is introduced in Section 2, and the proposed 

MABC is presented in Section 3. In Section 4, the performance of the proposed MABC algorithm is 

evaluated using the benchmark problems and compared with the state-of-art ABC algorithms. Finally, 

Section 5 draws the conclusion, research limitation, and future works.. 

2 Basic Artificial Bee Colony Algorithm 

In the ABC algorithm, the bees are divided into three types, namely employed bees, onlooker bees and 

scout bees. Half of the population consists of employed bees, and the other half includes onlooker ones. 

The colony of bees moves around in a multidimensional search space, and employed bees are in charge 

of searching food sources according to the experience of themselves and then telling the onlooker bees 

about the information; onlooker bees select food sources in line with the materials shared by employed 

bees. The scout bees work when the times of foraging is beyond a certain limit but no better food source 

appears. For solving optimization problem, the food source represents a possible solution of optimization 

problem, and the process of collecting honey (food source) is the process of searching the optimal 

solution. The merits of the food source depend on the fitness value (or function) of optimization problem. 

The main steps of the ABC are as follows:  

2.1 Initialization 

The search scope is corresponding to the nest which is formed by the food source location, and the 

algorithm begins to generate a set of random food source locations, which corresponds to the search 

space of the solution. The initial sites are produced via random contribution within the parameter range. 
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(0,1)( )j j j j

i
x x rand x x= + − . (1) 

where i = 1, 2, ... , SN, j = 1, 2, ... , D; SN denotes the number of food sources (solutions); D is the 

dimensions of solutions; 
min

j
x  and 

max

j
x  are lower and upper bounds, respectively. 

2.2 Employed Bees Phase 

For employed bees, the duty is to search the location of the food source around the neighborhood on the 

basis of their memory, looking for better food source near the food .When an employed bee found a food 

source, assessing the fitness will be processed. Herein, the following formula is employed to determine 

the neighbor food source. 

 ( )j j j j j

i i i i kv x x xϕ= + −  . (2) 

where j

i
x is the food source which is randomly selected; j

i
ϕ is the random number in the range [-1, 1], 

[1, ]i SN∈ , [1, ]j D∈ ; k is the location index in between 1 and SN by random selection and not equal to i. 

When a new food source is produced, its fitness is calculated, and the greedy method is utilized to make a 

choice between Vi and Xi based on their fitness. For the value exceeding its scope, it is replaced by its 

upper or lower bounds. Specifically, if min

i i
x x< , then min

i i
x x= ; if max

i i
x x> , then max

i i
x x= . 

For the minimization problem, the fitness value of the solution can be solved as follows. 
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where fi is a cost value that belongs to Vi. 

2.3 Onlooker Bees Phase 

For the onlooker bees phase, randomizing the selection is conducted based on the information by sharing 

their food source information with the bees waiting in the hive on employed bees phase. Consequently, a 

selection method based on the fitness value is needed, such as a roulette wheel. The probability of being 

selected can be formulated as follows. 

 

1

i

i SN

i

i

fit
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fit
=

=

∑
 . (4) 

When a food source is selected by an onlooker bee, a neighbor food source is generated from Eq.(2), 

and the fitness value is then calculated. During the period of employed bees, the choice is made and the 

greedy method is adopted. Thus, more onlooker bees will choose high quality food source and feedback 

to positive signal. 

2.4 Scout Bees Phase 

If the employed bees still cannot improve the quality of the solution via a given number of attempts 

running, the bees will become scout bees, and the solution will be abandoned. After converting the scout 

bee, they began to randomly search new solutions. For example, if the bee is abandoned, the original 

owner of the employed bees adopts Eq.(2) to generate stochastic new solutions. Thus, those are randomly 

generated or in the near future will be abandoned, resulting in negative signals to balance the positive 

signal. 

3 Modified Artificial Bee Colony Algorithm 

For the basic ABC, the bees explore the new nectar relying on the large sharing stochastic and non-

scheduled individual information, and thus it has a strong global search ability. Yet, the current optimal 

solution is not fully developed, resulting in poor local search ability. Specifically, no balance is achieved 
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between the global and local search abilities. In addition, when the search is carried out in the later period, 

the population diversity is reduced. Subsequently, the search efficiency decreases significantly, leading to 

slow convergence speed. In light of these issues, three strategies are proposed to improve the 

performance of the algorithm as follows. 

3.1 Initial Population 

The quality of initial solution has certain influence on the accuracy and convergence rate of the final 

solution. Consequently, we need to design a method to improve the diversity of population and obtain 

some high quality initial solutions which may improve the performance of the algorithm.  

Chaos is a type of nonlinear phenomena widely existing in nature with the characteristics of 

randomness, ergodicity and boundness. In a certain range, it can traverse all states according to their own 

laws without repeating. It has been proved that the chaotic map are effective for searching the entire 

solution space [13], and most of chaos system applying to bionic intelligence algorithm are one 

dimensional. Yet, one dimensional chaotic system has the following disadvantages: (1) low space, (2) 

iterative operation produces single sequence, and (3) weak in uniformity [16]. Consequently, a high 

dimensional Lorenz chaotic system, generated in each of the three different random chaotic sequence 

iteration, is adopted. The Lorenz system, with a faster speed, is more complex than that of the one-

dimensional chaotic systems, which cannot be predicted with more sequences. Eq.(5) formulates the 

exploitation operation for improving the population diversity. 

 

( )x y x

y x y xz

z xy bz

δ

γ

•

•

•

⎧
= −⎪

⎪
= − −⎨

⎪
⎪ = −
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 . (5) 

where x(0), y(0),z(0) denote initial value, and bδ γ，， are parameters of Lorenz system. The system is 

chaotic for 10 8 3, 24.74δ β γ= = >， . From Fig. 1 and Fig. 2, it is obvious that Lorenz system is more 

uniform than that of the Logistic system (one dimension chaos system). Subsequently, we obtain a set of 

number from three different random chaotic sequence, recorded as ϕ . By putting it into the Eq.(1), a new 

equation can be obtained as: 

 

min max min
( )j j j j

i
x x x xϕ= + −  . (6) 

where i = 1, 2, ... , SN, j = 1, 2, ... , D; SN denotes the number of food sources (solutions); D is the 

dimension of solutions; φ is a series of data obtained by Lorenz system. 
min

j
x and

max

j
x are lower and upper 

bounds, respectively. φ, gained by Lorenz system, can avoid the blindness caused by random parameters 

rand(0,1) to a great extent. 
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Fig. 1. Distribution analysis of Lorenz system 
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Fig. 2. Distribution analysis of Logistic system 

3.2 New Search Mechanism 

It is well known that the optimization performance of the algorithm is decreased due to a very low 

balance between global search and local search. In Eq.(2) of ABC algorithm, the coefficient j

i
ϕ is 

randomly obtained in between [-1,1], and the parameters j and k are random numbers in [1,D]. The 

search results are too stochastic to maintain good exploitation. In a nutshell, the basic ABC specializes in 

exploration, but presents weakness in exploitation. Thus, a new search strategy which can advance the 

property of exploitation is urgently needed. 

Inspired by DE [17-18], we propose a new search strategy as follows: 

 ( )j j j j j

i best i best rv x x xϕ= + −  . (7) 

where the index r is a random integer which belongs to {1, 2, ... , SN}, and varies with i. The implication 

of i and j is as in the above case of Eq.(2). The coefficient j

i
ϕ is chosen from the range of [-1, 1]. The 

variable j

r
x is the jth dimension of rth particle. The variable j

bestx refers to the jth dimension of best particle, 

remembered by the algorithm in the current population. Thus, the old solution will be guided by the 

current best particle, which can enhance the ability of exploitation and make solution more accurate. 

3.3 Learning Probability P 

To improve the performance of the PSO algorithm, the former work [19] concluded that different results 

were calculated by adopting different learning probability values for the same optimal function when the 

same P was used for all the particles in the population. On the non-rotating problem, the smaller value 

can achieve a better effect. Yet, for the rotation problem, the best effect of the probability value is also 

varied in different problems. For the simple unimodal problem, the results obtained from different 

learning probability values are close, however, for the complex multimodal problem, the performance of 

the algorithm tends to be sensitive to the value of probability. To deal with this situation, the former work 

[19] suggests that each particle corresponds to a different value. Consequently, the capacity of the 

exploration and exploitation of each particle in the population is different, which can solve different types 

of problems. As a result, a new expression is developed to set a value for each particle empirically, and 

the expression as follows is used in the ABC. 

 

exp(10( 1) /( 1)) 1

exp(10) 1

i SN

i
P m n

− − −

−

= + ×  . (8) 

where the index i represents the ith particle, and SN refers to the number of employed bees, with half of 

the population size. In Fig. 3, we set up an example when the number of bees is 150 and m = 0.01, n = 

0.99. Each particle’s value is differentiated. 
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Fig. 3. Values of the each particle 

3.4 The Modified Algorithm 

Through the above analysis, it is concluded that the above strategies can improve the performance of the 

ABC algorithm. Fig. 4 shows the flowchart of the modified ABC. 

Start

Initialize  positions by high dimension chaotic method, and
parameters initialization, setting population size(SN), Maximum cycle 

number(MCN), limit, dimension(D)

Calculate fitness of position, written fitness

Randomly select half of the bees as employed 

bees, the others as onlooker bees

Generate candidate neighbor bee near 

employed bee by Eq.(7)

Calculate fitness, written fitness_new

fitness<fitness_new

Old bad bees are replaced, trial(i)=0

Y

Onlooker bees calculate selection probability P according to Eq.(8)

Generate candidate neighbor bee near chosen onlooker 

bee,Calculate fitness, written fitness_new

trial(i)>limit

Replace it with scout bee, Calculate new fitness

Y

The best bee is recorded

Iter>MCN

End

Y

N

N

N

 

Fig. 4. Flowchart of the modified ABC 
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4 Experiments 

4.1 Benchmark Functions and Parameter Settings 

To verify the performance of the modified artificial bee colony algorithm (MABC), 10 classical 

benchmark functions are adopted to carry out the experiment. The name of the benchmark function, the 

theoretical optimal value and the search space are given in Table 1. f1 and f2 are unimodal functions; f3 - f8 

are multimodal functions; f9 is a noisy function, and f10 is a complex unimodal function with an offset. 

The specific definitions of functions can be referred to [20]. The parameter values are organized in Table 2. 

Table 1. Benchmark function 

Number Function Name Min Search Range 

f1 Sphere function 0 [-100, 100]D 

f2 Ellipitic function 0 [-100, 100]D 

f3 Rastrigin’s function 0 [-5.12, 5.12]D 

f4 Non-continuous Rastrigin’s function 0 [-5.12, 5.12]D 

f5 Griewanks’s function 0 [-600, 600]D 

f6 Ackley’s function 0 [-32.768, 32.768]D 

f7 Weierstrass function 0 [-0.5, 0.5]D 

f8 Schwefel’s function 0 [-500, 500]D 

f9 Sphere_noise function 0 [-100, 100]D 

f10 Shifted sphere function fbias [-100, 100]D 

Table 2. Parameter settings 

Variable Name Value 

Population size 150 

SN 75 

limit 200 

D 10, 30 & 60 

MCN 1000 

4.2 Effect of The Parameter P 

In Eq.(8), two parameters, m and n, are considered. The effects of these two parameters on the MABC 

algorithm are evaluated by a multimodal function (rastrigin) when D equals to 10. The mean of error is 

drawn in Fig. 5. It is clear that the parameter settings of m and n can lead to different performance. By 

adjusting the two parameters and other functions (take rastrigin as an example, other effect please see the 

experiment results in subsection 4.3), the optimal values of m and n are 0.05 and 0.95, respectively. 
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Fig. 5. Errors under various m & n setting (rastrigin) 



Journal of Computers Vol. 29, No. 1, 2018 

235 

4.3 Comparative Study 

In the experiment, the MABC is compared with ABC [6] and GABC [7]. Each algorithm runs 

independently on each function for 30 times, and the best value, the median value, the worst value, mean 

and the standard deviation of errors are shown in Tables 4-6, corresponding to 10, 30 and 60 dimensions. 

The mean reflects the algorithm’s accuracy on solving different problems within the maximum number 

of evaluations; the standard deviation reflects the stability of the algorithm; the best value, the median 

value and the worst value associate to quality of the solution from different perspectives. For more 

intuitive analysis, we plot the evolution curves of each algorithm for each test function in Fig. 6 to Fig. 8. 
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Fig. 6. Performance comparison with dimension of 10 
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Fig. 7. Performance comparison with dimension of 30 
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Fig. 8. Performance comparison with dimension of 60 
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As shown in Table 3(10-D), the accuracy of MABC is superior to that of the ABC and GABC on f1, f2, 

f5, f6, f9, and the stability of proposed algorithm is also higher than the contrast algorithm. The three 

algorithms can achieve the theoretical optimal value on f3, f4, f7, f10. Although the methods cannot achieve 

the ideal optimal result on f8, the result obtained by proposed algorithm is still the best among the three. 

For clarity, the results of the best algorithms are marked in boldface. Besides the accuracy and stability, 

the convergence curve are another essential measure of the performance shown in Fig. 6. With a 

reasonable agreement to the fact that MABC is slower than the contrast algorithm at early stage and 

faster than them at this late stage on f1 - f3, f8, f10. This is because MABC finds a balance between 

exploration and exploitation to accelerate the convergence speed. And MABC is always faster on f4 - f7. 

For f9 , MABC is worse than ABC and GABC because of noise characteristics. 

Table 3. Results of 10-D Test Problems 

Function Number Algorithms Best Mid Worst Mean SD 

ABC 4.856e-17 7.485e-17 1.940e-16 8.797e-17 4.129e-17 

GABC 4.796e-17 6.546e-17 8.845e-17 6.616e-17 1.123e-17 f1 

MABC 1.446e-20 8.756e-20 4.999e-19 1.505e-19 1.678e-19 

ABC 3.648e-17 7.137e-17 1.005e-16 7.188e-17 1.230e-17 

GABC 2.202e-17 6.413e-17 8.786e-17 5.904e-17 1.422e-17 f2 

MABC 6.883e-21 6.040e-20 4.975e-19 1.124e-19 1.298e-19 

ABC 0 0 0 0 0 

GABC 0 0 0 0 0 f3 

MABC 0 0 0 0 0 

ABC 0 0 0 0 0 

GABC 0 0 0 0 0 f4 

MABC 0 0 0 0 0 

ABC 0 4.996e-16 0.008451 0.000348 0.001557 

GABC 0 0 0.012321 0.000994 0.003074 f5 

MABC 0 1.110e-16 8.659e-14 4.278e-15 1.591e-14 

ABC 3.552e-15 7.105e-15 7.105e-15 6.631e-15 1.228e-15 

GABC 3.552e-15 7.105e-15 7.105e-15 6.394e-15 1.445e-15 f6 

MABC 3.552e-15 3.552e-15 7.105e-15 3.671e-15 6.486e-16 

ABC 0 0 0 0 0 

GABC 0 0 0 0 0 f7 

MABC 0 0 0 0 0 

ABC 3.33769 13.1584 43.7609 14.011 8.69506 

GABC 3.06603 9.03397 28.5006 9.74873 4.88215 f8 

MABC 2.39604 6.09246 23.5503 7.37528 3.67201 

ABC 6.289e-06 0.00027 0.00225 0.00054 0.00062 

GABC 5.731e-17 1.957e-16 4.525e-16 1.844e-16 8.677e-17 f9 

MABC 2.681e-19 3.822e-18 3.275e-17 5.940e-18 6.870e-18 

ABC -450 -450 -450 -450 0 

GABC -450 -450 -450 -450 0 f10 

MABC -450 -450 -450 -450 0 

 

In Table 4(30-D), the proposed algorithm can achieve promising results and the performance is 

superior to that of the contrast algorithm on f1, f2, f4, f6, f7, f10 . On f3 and f5, the average performance of 

MABC is inferior to that of the ABC and GABC, but only MABC can achieve the optimal value, the 

other two algorithms have certain errors, suggesting that MABC has the ability to achieve optimal 

solution. In f8 and f9, the three algorithms obtain poor results. In Fig. 7, it is clear that the convergence 

speed or the accuracy can be improved with the proposed MABC on the 8 functions, except for f3 and f5. 

In Table 5(60-D), MABC can achieve better performance on functions f1, f2, f4 - f7, f10 comparing to 

ABC and GABC. In general, the average performance on f3 is poor, but MABC is the closest approach to 

the theoretical optimum from the aspects of optimal value and median. In Fig. 8, convergence speed or 

accuracy has improved on the 8 functions, except for f6 and f8. The analysis in detail is similar to Fig. 6. 

According to the above experimental results, the proposed algorithm outperforms ABC and GABC in 

most cases. Thus, it can be a very competitive candidate to handle practical applications. 
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Table 4. Results of 30-D Test Problems 

Function Number Algorithms Best Mid Worst Mean SD 

ABC 5.982e-11 2.937e-10 1.263e-09 4.237e-10 3.342e-10 

GABC 5.106e-16 7.655e-16 1.136e-15 8.339e-16 1.504e-16 f1 

MABC 1.799e-16 3.956e-16 5.276e-16 3.898e-16 9.439e-17 

ABC 1.372e-05 0.000109 0.000735 0.000183 0.000190 

GABC 1.014e-11 5.906e-11 4.168e-10 1.054e-10 1.070e-10 
 

f2 MABC 2.225e-16 4.429e-16 1.060e-09 3.536e-11 1.937e-10 

ABC 7.580e-11 1.635e-09 2.142e-05 8.343e-07 3.928e-06 

GABC 1.154e-13 1.023e-12 4.498e-11 3.672e-12 8.766e-12 f3 

MABC 0 1.49244 5.96975 2.15574 2.10793 

ABC 6.763e-10 4.410e-08 1.00001 0.100005 0.316229 

GABC 1.390e-11 3.651e-11 1.448e-10 5.407e-11 4.106e-11 f4 

MABC 0 0 0 0 0 

ABC 3.672e-13 7.196e-12 2.885e-09 1.483e-10 5.501e-10 

GABC 4.440e-16 3.996e-15 1.440e-12 9.513e-14 3.062e-13 f5 

MABC 0 0.052190 0.124204 0.051713 0.039992 

ABC 2.228e-06 6.917e-06 1.271e-05 7.339e-06 2.305e-06 

GABC 7.878e-09 1.357e-08 2.300e-08 1.344e-08 4.074e-09 f6 

MABC 3.197e-14 7.411e-12 4.297e-08 0.916e-11 1.472e-010 

ABC 0.0003141 0.000497 0.000658 0.000501 9.354e-05 

GABC 1.227e-06 2.565e-06 5.688e-06 2.968e-06 1.310e-06 f7 

MABC 0 1.841e-07 3.441e-05 3.564e-09 7.602e-08 

ABC 5161.72 9238.93 12639.1 8992.6 1961.37 

GABC 5255.71 9525.37 13974.1 9200.3 1946.95 f8 

MABC 409.68 1077.8 1785.12 1053.66 324.114 

ABC 12837.5 19323 31657.2 21807.1 5111.51 

GABC 5700.85 14705.7 26814.9 15347.4 4952.84 f9 

MABC 1275.13 1365.13 1445.58 1365.17 47.9801 

ABC -450 -450 -450 -450 0 

GABC -450 -450 -450 -450 0 f10 

MABC -450 -450 -450 -450 0 

Table 5. Results of 60-D Test Problems 

Function Number Algorithms Best Mid Worst Mean SD 

ABC 7.546e-06 3.424e-05 6.080e-05 3.158e-05 1.727e-05 

GABC 2.25e-07 3.367e-07 2.815e-06 8.055e-07 8.530e-07 f1 

MABC 3.142e-15 9.058e-15 3.517e-14 1.294e-14 1.122e-14 

ABC 0.332474 2.0378 10.1978 2.71525 2.47424 

GABC 0.000230 0.001991 0.007471 0.002142 0.001763 f2 

MABC 2.786e-12 3.043e-11 3.797e-10 6.784e-11 9.385e-11 

ABC 5.23149 10.7761 15.8448 10.7121 2.69938 

GABC 2.23034 6.03793 9.74992 5.73108 1.80661 f3 

MABC 1.394e-11 3.163e-09 63.677 2.65321 11.8859 

ABC 10.5085 15.7926 19.624 15.7279 2.81814 

GABC 7.02719 10.8874 13.338 10.7091 1.48200 f4 

MABC 6.849e-07 1.439e-06 2.687e-06 1.565e-06 5.070e-07 

ABC 3.333e-05 0.000186 0.000922 0.000257 0.000221 

GABC 3.842e-07 1.721e-06 2.025e-05 3.303e-06 4.085e-06 f5 

MABC 2.331e-15 4.767e-12 4.602e-08 1.932e-09 8.428e-09 

ABC 0.021912 0.112670 0.501245 0.164958 0.141153 

GABC 0.003670 0.006453 0.012301 0.006521 0.001661 f6 

MABC 7.057e-07 5.745e-06 0.001549 5.933e-05 0.000281 

ABC 0.108236 0.163293 0.282263 0.173832 0.044598 

GABC 0.062701 0.081004 0.106711 0.080760 0.009182 f7 

MABC 2.477e-05 5.982e-05 0.000161 6.747e-05 3.078e-05 
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Table 5. Results of 60-D Test Problems (continu) 

Function Number Algorithms Best Mid Worst Mean SD 

ABC 33078.1 57251.2 68381.1 56378.9 6885.68 

GABC 39895 56587.5 68127.1 56391.9 7337.31 f8 

MABC 35878 50387.7 70599.4 49808.3 8379.15 

ABC 86744.6 97146.9 87530.1 3966.7 66316.7 

GABC 66316.7 86756.7 94641.1 86081.2 6435.65 f9 

MABC 125593 140153 151502 139519 7315.48 

ABC -450 -450 -449.99 -450 0.000210 

GABC -450 -450 -450 -450 0 f10 

MABC -450 -450 -450 -450 0 

5 Conclusions 

To improve the accuracy and convergence rate of the ABC algorithm, a modified artificial bee colony 

algorithm (MABC) is proposed. The original ABC algorithm is improved in threefold: (1) The Lorenz 

system (a kind of three-dimensional chaotic system) is utilized on the population initialization and scout 

bee stage to obtain the initial solution with high quality; (2) a novel search strategy is proposed based on 

DE, which is used to improve the local search ability, and (3) the learning probability P is introduced to 

address different types of problems. The experimental results on 10 benchmark functions show that the 

modified algorithm can reduce error or speed up the convergence rate compared to ABC and GABC in 

most cases. However, it is worth considering that the proposed algorithm has not yet received acceptable 

optimization results for the noisy function. In the future, the endeavor can be put to handle the complex 

multimodal function and noisy function. 
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