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#### Abstract

Algebraic signal processing theory established the abstract frame for modern signal processing. In this paper, the algebraic representation of signal decimation in frequency domain for 1-D finite time model was studied on the basis of the algebraic signal processing theory. And the result was compared with existed results in classical signal processing. The results show that the algebraic signal processing theory is abstract representation and generalized form of classical theory for further.


Keywords: Fourier transform, polynomial algebras, shift, signal decimation, signal model

## 1 Introduction

The signal processing theory and technology have been widely used in high-tech fields such as aerospace, biomedicine, earth physics and so on. The research of the novel signal processing theory and technology has becomes one of the most important research topics in modern signal processing and applied mathematical society. The classical signal processing theory is based on the concepts of signal, filter (linear system), spectrum, and Fourier transform [1] and so on. However, with the rapid developments of the requirements of modern systems, we will not obtain the optimal results if we use the classical Fourier transform. For example, when processing the nonstationary signals or spare signals, the most useful tools are not the classical Fourier transform.

In order to overcome these shortcomings of the classical Fourier transform, the research of the novel signal processing tools for nonstationary signals and systems becomes one of the hottest research directions, many kinds of novel signal processing theory and method, for example the wavelet transform [2], fractional Fourier transform [3], linear canonical transformation [4] and time-frequency analysis [5], have been widely studied and play a good role in practical applications. Among them, the fractional domain signal processing methods [3-4, 6-8] and the sparse signal processing [9] methods receive much interests in recent years. The classical concepts and methods associate with the Fourier transform, for example, the sampling theorem, the correlation and convolution theorem and the uncertainty principles, are well investigated and studied in the fractional domain [10], one can find more results in fractional domain signal processing associated with the linear canonical transform in [4], the theories and applications of linear canonical transform in signal processing can be refer to the newly published book

[^0]
## [4, 11].

It should be noted that all of the above mentioned signal processing methods are focus on the signal itself, and they have no ability of explore the overall structure of the whole signal spaces. In order to explore and study the overall structure of signal processing methods spaces and derive the novel signal processing methods, the application of the modern algebra and geometric theory to signal processing are becoming one of hottest research topics [12-18]. Among them, the algebraic signal processing (ASP) theory, which proposed by Puschel proposed and based on the classical signal processing methods [12-15, 17-18]. The core of the ASP is of linear signal model (A, M, $\Phi$ ), where A is the filter algebra, and M is A-module that composed by signals, $\Phi$ is a bijective transform from vector space V to M . This signal model is relied on the definition of a shift operation, different shift operation will achieve different signal models, and there also exist the corresponding signal processing concepts, for example the filtering, spectrum and Fourier transform, associate with the different signal models. At the same time, beside the characterization and representation of signal processing methods based on the algebraic method, the research of the signal processing based on the modern theory of geometric theory and methods has becomes one of interesting topics in recent years [19-22]. Allof these methods can provide us a novel way for further exploration and study of signal processing methods from the overall structure of the signal spaces. From these theory we can not only explore the whole structure of these spaces, but also can propose more novel signal and information processing methods based on the derived results.
All of the signals processing in modern ASP theory are related to the discrete signal spaces, and in real application of discrete signal processing situations, we often encounter the problem of sampling a signal by decimation and interpolation. The decimation and interpolation is one of basic operations in multirate signal processing field [23]. The frequency effect of these two operations are well investigated in the classical Fourier transform domain, and there are two kinds of signal decimation: by time and frequency decimation. However, for the best of our knowledge, there are no paper published associated with the effect of. decimation and interpolation associate with the algebraic and geometric signal processing. Therefore, it has important and theoretical significance to study the representation of signal decimation in the framework of ASP.
In this paper, we investigate the characterization and representation of the signal decimation in the frequency domain. The paper is organized as following, Section 2 reviews the theory of the ASP, and Section 3 discusses the decimation in the framework of ASP, Section 4 is the conclusions of the paper.

## 2 Preliminaries

### 2.1 Algebraic Signal Processing

Algebraic signal processing (ASP) is a novel approach and generalization of linear signal processing that proposed by Puschel [13]. Where algebra refers to the theory of groups, rings, and fields of modern algebra. The classical concepts, for example, filtering, z-transform, spectrum, and Fourier transform of linear signal processing are all generalized to associated with ASP. It is shown in [24] that key observation underlying ASP is that standard signal processing is already algebraic in nature. The following example is proposed in [24].

$$
\begin{align*}
& A=h=\sum_{n \in Z} h_{n} x^{n} \mid h=\left(h_{n}\right)_{n \in Z} \in l^{1}(Z)  \tag{1}\\
& M=s=\sum_{n \in Z}^{n} s_{n} x^{n} \mid \mathrm{s}=\left(\mathrm{s}_{n}\right)_{n \in Z} \in l^{2}(Z) \tag{2}
\end{align*}
$$

For more results associate with the theory and methods of ASP, one can refer to [12-14, 24].

### 2.2 The Signal Model

From the theory of the algebraic signal processing, we can see that ASP is built on a signal model $(A, M, \phi)$ [24]. In general, we can conclude that the essence of ASP is to abstract the effect of filter to
signal to filter space to signal space, and then the signal model is established based the algebraic operations of the signal space. The linear signal model can be rewritten as following [12].
Definition 1 (linear signal model [12]). A discrete linear signal model is defined as (A, M, $\phi$ ), where A is a filter algebra, and $M$ is M -module that composed by signals, let $V \leq C^{I}$ is a complex signal on discrete set $I, \phi$ is a bijective transform from vector space $V$ to $M$, we have $\operatorname{dim}(V)=\operatorname{dim}(M)$, and

$$
\begin{equation*}
\Phi: V \rightarrow M \tag{3}
\end{equation*}
$$

and $\Phi$ is best explained through an example: With $M$ as in Eq.(2),

$$
\begin{equation*}
\Phi: l^{2(Z)} \rightarrow M, s \mapsto \sum_{n \in \mathcal{Z}} s_{n} x^{n} \tag{4}
\end{equation*}
$$

is the well-known z-transform [24].
After the definition of the signal model $(A, M, \Phi)$ it is therefore to ask which algebra and modules are used in ASP. The examples shown in [12] are associated with the infinite discrete-time signal processing. An important issue about this is which other algebra and modules actually occur in discrete signal processing and why. In order to better understand this we will start by understanding what' shift' and 'shift-invariance' means in our algebraic theory by focusing on the cases where only one shift is available in the following definition 2 .

Definition 2 (Shift operator [12]). Shift operator $x$ is a special filter, in other words, $x \in A$, in general, that is to say, every $h \in A$ can be represented as a polynomial or series of shift operator.

Mathematically, this means that the shift operator generates the algebra $A$. This kind of representation is an algebra in content of algebraic theory. All of the existing signal models, for example, the onedimensional time, one-dimensional space, one-dimensional and two-dimensional spatial neighborhood signal model, are proposed in [12-14, 24], are established according to the different shift operations.
Another important concept in signal processing is shift-invariance. In the algebraic theory this property takes a very simple form. Namely, if $x$ is the shift operator and a filter, then $h$ is shift-invariant, if, for all signals s, $h(x s)=x(h s)$, which is equivalent to $h x=x h$. Requiring shift-invariance for all filters $h$ thus means [24].

$$
\begin{equation*}
x \cdot h=h \cdot x, \text { for all } h \in A \text {. } \tag{5}
\end{equation*}
$$

In general, we can establish a signal model by the following steps.
(1) Define the shift operation, for example, we can define the shift operation in time as $q \diamond t_{n}=\mathrm{t}_{n+1}$, and q is the corresponding shift operator.
(2) Define the linear extension.
(3) Realization.

In one-dimensional discrete time space model, the shift operator is the conventional time shift operation, it is shown in [12-13] that the invariant signal model is equivalent to the exchangeable of algebra A . And the finite dimensional commutative algebra produced by x is actually a polynomial algebra, that is:

$$
\begin{equation*}
A=C[\mathrm{x}] / \mathrm{p}(\mathrm{x}) \tag{6}
\end{equation*}
$$

where $\mathrm{p}(\mathrm{x})$ is a polynomial of order $n$, and $C[x] / p(x)$ is a set of polynomials which order are less than n in addition and modular multiplication.

### 2.2 The Fourier Transform in ASP

When the signal model is established, the corresponding concepts, for example, the filtering, spectrum, and the frequency response and the Fourier transform, are determined accordingly.
We assume that $p(x)$ is a separable polynomial, i.e.,

$$
\begin{equation*}
p(x)=\prod_{k=0}^{n-1}\left(x-a_{k}\right), \quad a_{k} \neq \mathrm{a}_{l}, \quad \text { for } k \neq l \tag{7}
\end{equation*}
$$

We set $\alpha=\left(\alpha_{0}, \ldots, \alpha_{n-1}\right)$. In other words, separability means that $p$ has no zeros of multiplicity larger than 1 , and this property ensures that the spectrum of $M$ consists exclusively of one dimensional spectral components.

The spectral decomposition of the regular module $M=C[x] / p(x)$ is also called the Fourier transform in ASP theory, and it is given by the Chinese remainder theorem as following [12].

$$
\begin{align*}
\Delta: C[x] / \mathrm{p}(\mathrm{x}) & \rightarrow \mathrm{C}[\mathrm{x}] /\left(\mathrm{x}-\mathrm{a}_{0}\right) \oplus \ldots \oplus C[x] /\left(\mathrm{x}-\alpha_{n-1}\right)  \tag{8}\\
& s \mapsto\left(\mathrm{~s}\left(\alpha_{0}\right), \ldots, s\left(\alpha_{n-1}\right)\right) \tag{9}
\end{align*}
$$

If we let $C[x] / p(x)=M_{k}$, it is easy to see that $M_{k}$ is of dimension 1 , and the elements of $C[x] / p(x)$ are polynomials of degree of 0 or scalar. Further, $M_{k}$ is an A-module. In this case, the above Fourier transform associate with the ASP can be rewritten as following.

$$
\begin{gather*}
\Delta: M \rightarrow \oplus \omega \in w M_{\omega}  \tag{10}\\
s \mapsto\left(\mathbf{s}_{\omega}\right) \omega \in w \tag{11}
\end{gather*}
$$

For finite shift invariant signal model, we have [14]

$$
\begin{equation*}
A=C[x] / p(x)=C[x] /\left(x^{n}-1\right) \tag{12}
\end{equation*}
$$

Let $b=(1, x, \ldots), x^{n}-1$ is a basis of $M \mathrm{M}$, then the Fourier transform associate this kind of model can be derived by Chinese remainder theorem as following.

$$
\begin{gather*}
\Delta: C[x] /\left(x^{n}-1\right) \rightarrow \oplus_{k=0}^{n-1} C[x] /\left(x-w_{n}^{k}\right)  \tag{13}\\
s=s(x) \mapsto\left(s\left(w_{n}^{0}\right), s\left(w_{n}^{0}\right), \ldots, s\left(w_{n}^{n-1}\right)\right) \tag{14}
\end{gather*}
$$

In this case, this kind of transform is just the classical discrete Fourier transform.
For more results about the ASP, one can refer to [5-8].

## 3 The Main Results

In multi-rate signal processing community, we often use signal decimation and interpolation operations to obtain the better results. Decimation and interpolation are most important operations in multi-rate signal process in fields. It is interesting and worthwhile to investigate this topics in context of ASP. In this section, we will investigate the signal decimation representations in the framework of algebraic signal processing theory.

In order to better show the derived results in this paper, we will consider two signal models in the framework of ASP theory. We let the parameters of signal model one as $A=M=C[x] /\left(x^{n}-1\right)$, and the basis of module as $b=\left(1, x, \ldots, x^{n-1}\right)$; while the parameters of signal model two as
$A^{\prime}=M^{\prime}=C[x] /\left(x^{n / m}-1\right), n=k m, k \in N^{+}, \quad$ and the corresponding basis of module $M^{\prime}$ is $b^{\prime}=\left(1, x, \ldots, x^{n / m-1}\right)$.

### 3.1 The Fourier Transform in ASP

Firstly, based on the definition of Fourier transform, we obtain the relationship between the Fourier transform under the different signal models.

Theorem 1. If we let the Fourier transform for a signal $s(x)$ in signal model one as $\Delta(s)=$ $\left(s\left(\alpha_{0}, \ldots, s\left(\alpha_{n-1}\right)\right)\right)$, and the Fourier transform in signal model two as
$\Delta(s)=\left(s\left(\beta_{0}, \ldots, s\left(\beta_{n-1}\right)\right)\right)$, then we can obtain the relationship between them as following.

$$
\begin{equation*}
s\left(\beta_{l}\right)=s\left(\alpha_{m l}\right), 0 \leq l \leq n / m-1 . \tag{15}
\end{equation*}
$$

Proof. Without loss of generality, we take $m=2$ as an example to prove this theorem, the other cases can be derived by the similar method. Suppose the representation of a signal $s(x)$ under the signal model one $A=M=C[x] /\left(x^{n-1}\right)$ as following.

$$
\begin{equation*}
s(\mathrm{x})=\sum_{k=0}^{n-1} s_{k} x^{k} \bmod \left(x^{n}-1\right) \tag{16}
\end{equation*}
$$

Then based on the Fourier transform definition, the Fourier transform ofsignal $\mathrm{s}(\mathrm{x})$ under the signal model one can be derived as:

$$
\begin{equation*}
s\left(\alpha_{l}\right)=\sum_{k=0}^{n-1} s_{k} e^{-j \frac{2 \pi}{n} k l}, 0 \leq l<n . \tag{17}
\end{equation*}
$$

By the similar method, we can derive the representation of $\mathrm{s}(\mathrm{x})$ under the signal model two $A^{\prime}=M^{\prime}=C[x] /\left(x^{n / 2}-1\right)$ as:

$$
\begin{gather*}
s(x)=\sum_{k=0}^{n-1} s_{k} x^{k} \bmod \left(x^{n}-1\right)=\left(\sum_{k=0}^{n / 2-1} s_{k} x^{k}+\sum_{k=n / 2}^{n-1} s_{k} x^{k}\right) \bmod \left(x^{n}-1\right) \\
=\sum_{k=0}^{n / 2-1}\left(s_{k}+s_{n / 2+k}\right) x^{k} \bmod \left(x^{n}-1\right) \tag{18}
\end{gather*}
$$

At the same time, the corresponding Fourier transform of signal $s(x)$ under the signal model two as:

$$
\begin{equation*}
s\left(\beta_{l}\right)=\sum_{k=0}^{n / 2-1}\left(s_{k}+s_{n / 2+k}\right) \mathrm{e}^{-j \frac{4 \pi}{n} k l}, 0 \leq l<n / 2 \tag{19}
\end{equation*}
$$

Based on the above equations, we can obtain that for $0 \leq l<n / 2$,

$$
\begin{gather*}
s\left(\alpha_{2 l}\right)=\sum_{k=0}^{n-1} s_{k} \mathrm{e}^{-j \frac{4 \pi}{n} k l}=\sum_{k=0}^{n / 2-1} s_{k} \mathrm{e}^{-j \frac{4 \pi}{n} k l}+\sum_{k=n / 2}^{n-1} s_{k} \mathrm{e}^{-j \frac{4 \pi}{n} k l} \\
=\sum_{k=0}^{n / 2-1} s_{k} \mathrm{e}^{-j \frac{4 \pi}{n} k l}+\sum_{m=0}^{n / 2-1} s_{m+n / 2} \mathrm{e}^{-j \frac{4 \pi}{n}(m+n / 2) l}  \tag{20}\\
=\sum_{k=0}^{n / 2-1}\left(s_{k}+\mathrm{s}(\mathrm{k}+\mathrm{n} / 2)\right) \mathrm{e}^{-j \frac{4 \pi}{n} k l} \\
=s\left(\beta_{t}\right)
\end{gather*}
$$

This finishes the prove of theorem 1.
Theorem 1 shows the relationship between the Fourier transforms of the decimation operations. It should be noted that the above results are based on the definition of the signal model and the corresponding basis of the module M , if we change the basis of the module $\mathrm{M}^{\prime}$ in theorem 1 to

$$
\vec{b}=\left(1, e^{-j \frac{2 \pi}{n} x}, \ldots, e^{-j \frac{2 \pi}{n}(n=m-1) x^{m / m-1}}\right)
$$

then we can obtain the following theorem 2 .

Theorem 2. If we let the Fourier transform for a signal $\mathrm{s}(\mathrm{x})$ in signal model one as $\Delta(s)$ $=\left(s\left(\alpha_{0}\right), \ldots, s\left(\alpha_{n-1}\right)\right.$, and the Fourier transform in signal model two as $\Delta(s)=\left(s\left(\gamma_{0}\right), \ldots, s\left(\gamma_{n / m-1}\right)\right)$, then we can obtain the relationship between them as following.

$$
\begin{equation*}
s\left(\gamma_{l}\right)=s\left(\alpha_{m l+1}\right), 0 \leq l \leq n / m-1 \tag{21}
\end{equation*}
$$

Proof. We also take $m=2$ as an example to prove this theorem. Based on the method of proving the theorem 1, the Fourier transform of $s(x)$ under the signal model one is

$$
\begin{equation*}
\mathrm{s}\left(\alpha_{l}\right)=\sum_{k-0}^{n-1} s_{k} e^{-j \frac{2 \pi}{n} k l}, 0 \leq l \leq n \tag{22}
\end{equation*}
$$

At the same time, because the basis of the signal model two is changed to $\vec{b}=$ $\left(1, e^{-j \frac{2 \pi}{n} x}, \ldots, e^{-j \frac{2 \pi}{n}(n / m-1) x^{n / m-1}}\right)$, therefore the representation of signals(x) under the signal model two is:

$$
\begin{equation*}
\mathrm{s}(\mathrm{x})=\sum_{k=0}^{n / 2-1}\left(s_{k}-s_{n / 2+k}\right) x^{k} e^{-j \frac{2 \pi}{n} k} \bmod \left(x^{n / 2-1}\right) \tag{23}
\end{equation*}
$$

And the corresponding Fourier transform of $\mathrm{s}(\mathrm{x})$ under the signal model two as:

$$
\begin{equation*}
\mathrm{s}\left(\gamma_{l}\right)=\sum_{k=0}^{n / 2-1}\left(s_{k}-s_{n / 2+k}\right) e^{-j \frac{2 \pi}{n} k(2 l+1)}=\mathrm{s}\left(\alpha_{2 l+1}\right) \tag{24}
\end{equation*}
$$

This finishes the proof of the theorem 2.
From the results of the above two theorems, it can be concluded that by choosing different basis of the module $M$ one can realize the decimation of the discrete signal. It should be noted that when the basis and the module M are choose to be the classical one, the results derived in Theorem 1 and 2 becomes the classical results associated with the Fourier transform.

### 3.2 Examples

We propose the following two examples about the applications of the derived results for different signal models.
(1) In case of $n=4, m=2$.

In this case, the signal model one can be rewritten as $A=M=C[x] /\left(x^{4}-1\right)$, the basis of module M can derived as $\vec{b}=\left(1, x, x^{2}, x^{3}\right)$. The signal model two can be rewritten as $A^{\prime}=M^{\prime}=C[x] /\left(x^{2}-1\right)$, and the basis of module $\mathrm{M}^{\prime}$ is $\vec{b}=(1, x)$

Suppose the discrete signal is $s[n]=\delta[n-5]+\delta[n-3]+\delta[n+1]+\delta[n+2]$, then the signal $\mathrm{s}(\mathrm{x})$ can be represented under the signal model one as following

$$
\begin{equation*}
s(x)=x^{-2}+x^{-1}+x^{3}+x^{5} \equiv x+x^{2}+2 x^{3} \bmod \left(x^{4}-1\right) \tag{25}
\end{equation*}
$$

Because the roots of $p(x)=x^{4}-1 \quad$ are $\quad \alpha_{2}=e^{-j \frac{2 \pi}{4} \times 2}=-1, \quad \alpha_{0}=1, \alpha_{1}=e^{-j \frac{2 \pi}{4}}=-j, \quad \alpha_{2}=$ $e^{-j \frac{2 \pi}{4} \times 2}=-1, \alpha_{3}=e^{-j \frac{2 \pi}{4} \times 3}=j$ so the spectrum of discrete signal $\mathrm{s}[\mathrm{n}]$ underthe signal model one can be derived as:

$$
\begin{equation*}
s\left(\alpha_{0}\right)=4, s\left(\alpha_{1}\right)=j-1, s\left(\alpha_{2}\right)=-2, s\left(\alpha_{3}\right)=-j-1 \tag{26}
\end{equation*}
$$

By the similar method, one can derive the signal representation under thesignal model two as following

$$
\begin{equation*}
s(x)=x^{-2}+x^{-1}+x^{3}+x^{5} \equiv 1+3 x \bmod \left(x^{2}-1\right) \tag{27}
\end{equation*}
$$

And because the roots of $\mathrm{p}(\mathrm{x})=\mathrm{x}^{2}-1$ are $\beta_{0}=1, \beta_{1}=-1$, so the spectrum of discrete signal $s[n]$ under the signal model two can be derived as following.

$$
\begin{equation*}
s\left(\beta_{0}\right)=s\left(\alpha_{0}\right)=4, s\left(\beta_{1}\right)=s\left(\alpha_{2}\right)=-2 \tag{28}
\end{equation*}
$$

(2) In case of different basis of signal model.

In this case, we suppose the signal model two as $A^{\prime}=M^{\prime}=C[x] /\left(x^{2}-1\right)$, and the basis of module $M^{\prime}$ is $\left(1, \mathrm{e}^{-j \frac{\pi}{2} x}\right)$ then for the discrete signal the signal can be rewritten as following under the signal model two.

$$
\begin{gather*}
s(x)=\mathrm{e}^{j \pi} x^{-2}+e^{j \frac{\pi}{2}} x^{-1}+e^{-j \frac{3 \pi}{2}} x^{3}+e^{-j \frac{5 \pi}{2}} x^{5} \\
=-x^{-2}+j x^{-1}+j x^{3}-j x^{5}  \tag{29}\\
=-1+j x \bmod \left(x^{2}-1\right)
\end{gather*}
$$

And because the roots of $p(x)=x^{2}-2$ are $\gamma_{0}=1, \gamma_{1}=-1$, therefor the spectrum of signal $s[n]$ under the signal model two can be derived as following.

$$
\begin{equation*}
s\left(\gamma_{0}\right)=-1+j=s\left(\alpha_{1}\right), s\left(\gamma_{1}\right)=-1-j=s\left(\alpha_{3}\right) . \tag{30}
\end{equation*}
$$

## 4 Conclusions

Based on the theory of the ASP and one-dimensional time signal model, the relationship between decimation operations based on ASP are investigated in details. The derived results can be seen as the generalization of the classical results to associate with the ASP. How to establish the connections of ASP with the fractional Fourier transform and linear canonical transform will be our future research directions.
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