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Abstract. For the widely used humanoid robot Nao, how to apply to the international humanoid 

robot Olympic competition, and in order to improve the sprint speed of the robot Nao, this paper 

uses the image processing algorithm to optimize the visual images collected by Nao. The image 

is filtered and the edge extraction algorithm is used to process the white run line image. Then, 

the walking control strategy is proposed to calculate the slope of the track centerline and control 

the motion state of the robot according to the slope value. The experimental results show that the 

proposed method is feasible and effective in different external environments. In the course of the 

competition, the interference of the site factors to the Nao path planning is reduced, which 

improves the speed of the robot and satisfies the robustness of the recognition algorithm in the 

game. 
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1 Introduction 

With the boom of artificial intelligence, more and more robots are widely used in industrial, service and 

business and other fields. Humanoid robot is a robot based on the general structure of the human body [1-

2], it has two legs with human, two arms, an upper body and a head. Among them Nao robots as a typical 

humanoid robot, has been widely used in artificial intelligence in the academic field and the world, with 

outstanding features [3-5], such as advanced visual and audio functions including object and face 

recognition, voice Recognition, voice recognition and speech synthesis. 

Robot Nao has a flexible programming platform, including Choregraphe visual programming software, 

Webots for Nao three-dimensional entity simulator system, Monitor monitoring and analysis system, 

SDK dedicated software development system and Nao voice package five parts, these advantages robot 

Nao is widely used. While others [6] using text recognition and robot action scheduling technology in the 

robot Nao platform to achieve Nao intelligent. Zhang et al. [7] designed an experimental system for 

image processing on the platform of Nao robots, and discussed how to control multiple Nao robots with 

multi-threaded coordination in [8] to start the system at the same time. In [9], the robot Nao is applied to 

the target detection and tracking in the dynamic background, and the three-frame difference method and 

the Camshift algorithm are used to realize Nao’s autonomous tracking of the target. In the Robot World 

Cup competition, in order to reduce the Nao robot hardware factors and other off-site environment 

interference, and in line with the rules of the game, Zhang [10] and others suggested that the combination 

of Haar characteristics and cascade Adaboost algorithm applied to the identification of Nao, the results 

proved to be effective Identify Nao robots. 

Combined with the advantages of robot Nao, we propose a sprint method for NAO robots 

implemented on the International Humanoid Robot (IHOG). NAO robots acquire the game image 

information through the visual system and use the image processing algorithm to process the robot. Nao 

forward. 

The paper is structured as follows: In section 2, we describe the structure of NAO robot. In section 3, 

we introduce the algorithm description of stable gait for NAO robot. Section 4 gives the preprocessing 

methods explicitly to the obtained images from the robot camera, and proposes the walking control 
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strategy. The requirements of sprint and implementation process are presented in section 5. 

2 Structure of NAO Robot 

NAO, depicted in Fig. 1, is an autonomous humanoid robot designed and manufactured by the French 

company Aldebaran Robotics [4], which is 0.58 meters high and 4.5 kilograms heavy. NAO robot has up 

to 25 degrees of freedom (DOF) and is capable to walk in a biped way. It has two 640x480 VGA cameras, 

four microphones, two infrared sensors, eight FSR force sensors, two pair of sonar sensors, an inertia 

sensor, three contact sensors, nine touch sensors. 

 

Fig. 1. NAO Robot 

Each DOF is moved by a coreless brushed DC motor with various version of reduction gears. Each 

motor is at least connected to an MRE position sensors which is controlled using PID controller [5]. To 

NAO robot, the number of DOF is illustrated in Table 1. 

Table 1. The DOF of NAO robot 

Head 2-DOF 

Hand 1-DOF Upper part 

Arm(each) 5-DOF 

Pelvis 1-DOF 
Lower part 

Leg(each) 5DOF 

Total 2+1*2+5*2+1+5*2=25 DOF 

 

NAO robot uses Open Nao as the operation system which runs inside it, NAOqi is the main program 

which runs on the operation system and has the ability to control the robot’s hardware. Operation system 

running on the Nao is embedded Linux (32bit). Supported programming languages for communication 

with NAOqi include C, C++, Python, Urbi and .Net. Two control programs are distributed with Nao: 

Program Telepathe is used for camera (stream a video, taking a picture, work with some embedded 

computer vision algorithms) and view memory variables. Choregraphe is used for motion and sensors 

actions like walking, work with hands, work with sonar sensors ect. Special program is NaoQi. It runs on 

the NAO and it works with hardware after connecting with an outside program [3]. In this research, we 

use a NAOqi API which is compatible with the Python language since it provides most complete library 

for NAOqi. 

 NAO head is equipped with two 920p video cameras, one located in the forehead, is used in the 

horizontal scanning, another located in the mouth, is used to scan the environment. Changing the view of 

two cameras through the horizontal and vertical rotation, it can only use a camera at a certain moment, 

unable to realize binocular vision. NAO camera obtain color images of YUV422 format, and the speed 

can be up to 30 frames per second. The users obtain images and video streams by invoking the NAO 

camera so as to realize the tracking, memory and recognition of different images. Official operation 

system contains the complete API documentation and a variety of mature algorithm, also contains the 

Opencv library functions. 
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3 Gait Planning 

There will be two periodic alternating foot touching the ground when bipedal robot to walk, supporting 

feet and the ground is in a state of relatively fixed, keep stable in the whole process of movements 

without slipping or overturned is particularly important. In the walking stability analyses of the biped 

robot, two fundamental indices are generally known: One is the center of gravity (COG), which is related 

to the statics. The other is the zero moment point (ZMP), which is related to the dynamics. Two 

fundamental indices are shown in Fig. 2. The static stability, suitable for the robot’s slow walking, can’t 

meet the requirements of high speed. Thus we consider its dynamic stability. 

 

Fig.2. COG and ZMP 

The ZMP definitions used here are as follows: 
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where g represents the acceleration, ( , , )x y z  and ( , , )x y z�� �� ��  represent the mass center position and the 

acceleration of the Center of Mass (COM), second derivation means acceleration in matching axis 

direction.  

To ensure its stability, ZMP must be kept in the supporting area. Alcaraz dealt with the problem of 

planning the COM trajectory of a humanoid robot, and the trajectory should satisfy the dynamic stability 

criterion to ensure analytically that the Zero Moment Point (ZMP) lies within the support polygon [12]. 

A new human-simulated predictive control scheme for biped robot is presented to solve the problems of 

variable ZMP trajectory tracking [13]. Samadi proposed a pattern generation method using Gravity 

Compensated Inverted Pendulum Mode (GCIPM) with considering moving ZMP under the robot 

supporting foot [14]. Gouaillier presented an omnidirectional closed loop walking algorithm (shown in 

Fig. 3) that uses the 3D Linear Inverted Pendulum Model (3D-LIPM) and a preview controller for 

trajectory generation in [6]. 

 

Fig. 3. The closed-loop walk engine 
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ZMP-based walking algorithms have been widely used for bipedal robots, and results prove that the 

walk is stable and robust. 

4 Image Preprocessing and Walking 

From part 3, ZMP-based walking algorithms have provided the basis of stable walking for NAO robot, 

this section will present the image pretreatment and walking control strategy. In a nutshell, the whole 

procedure can be shown as follows in Fig. 4. 

Image 

extracting

Filtering and 

noise reduction

Edge 

extraction

Calculate and 

Hough detection

Walking control 

strategy
 

Fig. 4. Procedures of image pretreatment and walking control 

4.1 Filtering and Noise Reduction  

Images obtained from NAO are RGB color images of YUV422 format, in order to improve the 

processing speed, we first convert it to grayscale. In the actual process, green carpet may appears white 

or other colors, in order to avoid this, filtering and noise reduction are applied after image grizzled. 

Image filtering algorithm is mainly divided into two categories: frequency domain filtering and spatial 

filtering. Frequency method is some kind of orthogonal transform, image information can be converted 

from spatial domain to frequency domain. Design appropriate transfer function of image filter processing 

according to the requirement of being enhanced, the processed image is finally transformed into spatial 

domain. Frequency domain filtering method at present includes Fourier transformation and inverse 

transformation, wavelet transform and inverse wavelet transform. These methods occupy large memory 

and require long computing time, so they are not suitable for real-time systems. Spatial filtering is 

directly dealing with gray values of image, the commonly algorithms include linear smooth, nonlinear 

smooth and adaptive smooth. Linear smooth can reduce noise, but will blur image edges and details. The 

nonlinear smooth under certain conditions can overcome the blurred edges and details of linear smooth, 

and can effectively filter out pulse interference and noise of image scanning. In this research, we make 

median filtering on the grayscale image. Median filtering based on different templates are shown in Fig. 

5. 

 

Fig. 5. Median filtering based on different templates 
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From the picture, 3*3 template is worst ideal, which filter out only a small amount of noise, 5*5 

template can filter most of noise, 7*7 template and 9*9 template have the most ideal effect which almost 

filter out all the noise. So, the higher the template series, the better the results. 

4.2 Edge Extraction and Hough Detection 

Image edge refers to the area that rayscale values significantly change, also the most basic feature of 

image, which contains important information for image recognition. Edge detection in an image has the 

purpose of using a certain algorithm to extract the boundary between the object and the background. 

Differential operator is the most basic edge detection method, mainly in accordance with the first 

derivative extremum and second derivative zero principle of the image edge to detect the edge. Calculate 

each pixel location to seek edge derivative, and approximate calculation of template convolution are used 

in the practical application. Differential operator methods mainly include first order differential and 

second order differential method. The first order differential operator method is based on the gradient 

method, in practical application, we combined with two templates of different size and element value to 

form different gradient operator, the most commonly used are Roberts operator, Prewitt operator, Sobel 

operator and the Log operator, etc. Edge detection operator based on first order differential operator 

belongs to the vector that has both size and direction, which has larger data storage in comparison with 

scalar. 

As can be seen from the Fig. 6, the edges detected by differential operator methods not only include 

the race track edge, but also interference around the track edge. In this research, we present a different 

kind of edge extraction algorithm, it can filter out the interference beyond the scope of the track in the 

process. The basic idea is as follow: 

 

Fig. 6. Edge extraction based on several operators 

(I) Use the lower edge of image as a starting point, scan the binary image from the halfway point of 

every row to the left and right, and extract the jump points between black block and white block to seek 

the effective inside edge of first three rows. 

(II) Make use of the continuity of track edge to determine the inside edge points based on the position 

of white block in upper row. 

(III) The track width is in a range, extracting the effective track edge in the defined track can filter out 

interference without the width range. 

(IV) When seeking the edge point, we use methods from near to far since that image near is stable and 

distant is unstable. 

Use the approach to extract the edge and the results are shown in Fig. 7(a). The inner edges were 

extracted successfully, and less noise. Then we calculate and apply Hough transform to detect the line, as 

shown in Fig. 7(b). 
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(a)                              (b) 

Fig. 7. Edge extraction and Hough detection 

4.3 Walking Control Strategy  

Control strategy includes two steps: firstly, we calculate the slope of the center line of the track; second, 

control motion state of the robot based on the slope value. The robot has three states: going straight, 

turning left and turning right, the degree of turning left and turning right is reflected on the angle. If the 

reciprocal of slope value is close to zero, it goes straight; if positive, turns left, and the angle of turning 

left is proportional to the reciprocal of slope value; similarly, if negative, turns right, and the angle of 

turning right is also proportional to the reciprocal of slope value.  

5 Experiment 

5.1 Introduction of Experiment 

Sprint is mainly used for testing the movement speed of NAO. That is the robot spends minimum time 

walking from the starting line to finish line. In the sprint, the space is 6 meters long and 0.8 meters wide, 

green carpet ground, which is shown in Fig. 8. 

 

Fig. 8. The space of sprint 

Track line should be identified by robot vision system, and NAO robot can’t beyond 0.4 meters over 

the track line and fall down in the process of movement. 

5.2 Result and Discussion 

From many experiments, we find that, in the initial state, different position of NAO robot will lead to 

different walking orbit, but no matter which kind of walking orbit, it will not be beyond 0.4 meters over 

the track line, which meets the requirements of sprint. Fig. 9 shows the process of walking. Image 

capturing will take some time, in order to maintain stability and robustness of the system, we slow down 

the movement speed to make sure the robot can capture images enough times throughout the whole 

process.  
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Fig. 9. NAO Robot walking 

Three sets of results are shown in Table 1, T represents the time of the control output from this time to 

the next time. In the experiment, if the Angle alpha is more than zero, NAO Robot will turn right at 

Angle alpha, similarly, if less than zero, NAO robot will turn left at Angle alpha, in addition, if equal to 

zero, walk straight. 

Table 2. Turning angle in the walking  

Time/s T 2T 3T 4T 5T 

First experiment 0.003 -0.025 -0.065 0.102 0.003 

Second experiment 0.006 -0.076 -0.029 0.162 0.051 

Third experiment 0.002 0.040 0.061 0.097 -0.015 

 

Take the first experiment result as an example, after the completion of capture and processing for the 

first time, NAO robot will be controlled to move at 0.003 Radian to turn right, one cycle later, at 0.025 

Radian to turn left for a cycle. NAO robot continues to move like this, under the conditions of battery 

fully charged and other performance stable, NAO robot will be able to reach the finish line after five 

cycles. In usual, NAO head joints are uncontrolled and can turn right and left, which make it impossible 

to capture accurate images. So we control the NAO head toward the front with an angle to the ground and 

maintain static in the whole movement process. Experiments show that using the method of identifying 

white runway line to control the robot to walk is feasible, which can ensure the robot to walk within the 

range of the given track. 

6 Conclusion 

The paper proposes a method on sprint to control the NAO robot to move, which is implemented on 

IHOG. Gait planning proposed provides evidence for NAO’s stable walking. The procedures of 

identifying white runway lines include image extracting, filtering and noise reduction, edge detection. 

Then we calculate and detect the track center line, and control NAO robot to move. Experimental results 

show that without big changes of external environment, NAO can successfully identify white runway 

lines and complete the sprint. But when the path corner angle is too small, Nao can not timely acquisition 

and processing of images, there may be out of bounds, the problem is still worth discussing. 

Acknowledgements 

This work was partly supported by The Importation and Development of High-Caliber Talents Project of 

Beijing Municipal Institutions (NO. CIT&TCD201404125). 

References 

[1] K. Sorao, T. Murakami, K. Ohnishi, A unified approach to ZMP and gravity center control in biped dynamic stable walking, 

in: Prco. IEEE/ASME International Conference on Advanced Intelligent Mechatronics '97, 1997. 



Journal of Computers Vol. 29, No. 2, 2018 

275 

[2] I.M. Motoc, K. Sirlantzis, S. Spurgeon, P. Lee, Zero moment point/Inverted pendulum-based walking algorithm for the NAO 

robot, in: Proc. 2014 Fifth International Conference on Emerging Security Technologies (EST), 2014. 

[3] A. Alkhalifah, B. Alsalman, D. Alnuhait, O. Meldah, S. Aloud, H.S. Al-Khalifa, H.M. Al-Otaibi, Using NAO humanoid 

robot in kindergarten: a proposed system, in: Proc. 2015 IEEE 15th International Conference on Advanced Learning 

Technologies (ICALT), 2015. 

[4] S.A. Nugroho, A.S. Prihatmanto, A.S. Rohman, Design and implementation of kinematics model and trajectory planning for 

NAO humanoid robot in a tic-tac-toe board game, in: Proc. 2014 IEEE 4th International Conference on System Engineering 

and Technology (ICSET), 2014. 

[5] D. Gouaillier, C. Collette, C. Kilner, Omni-directional closed-loop walk for NAO, in: Proc. 2010 10th IEEE-RAS 

International Conference on Humanoid Robots (Humanoids), 2010. 

[6] L. W. Bian, Nao robot writing learning scheme, China Science and Technology Information 10(2017) 43-44. 

[7] R. Zhang, M. Liu, F. Kong, Design of Nao robot experiment system based on python, China Modern Education Equipment 

1(2017) 4-6. 

[8] M. Guo, D. Zheng, Study and implementation of synchronization technology of NAO robot based on multithreading, 

Software Journal 16(6)(2017) 127-129. 

[9] Z. Pan, Y. Zhang, X. Zhu, Research on autonomous target tracking algorithm for NAO robot, Automation & Instrumentation, 

8(2017). 

[10] J. Zhang, S. Ding, L. Li, NAO robot recognition based on Haar feature and color feature, Computer & Modern 2(2017) 30-

35. 

[11] I. Kapustik, J. Hudec, P. Navrat, Stabilized walking for Nao robot, in: Proc. 2015 IEEE 13th International Symposium on 

Applied Machine Intelligence and Informatics (SAMI), 2015. 

[12] J.J. Alcaraz-Jimenez, D. Herrero-Perez, H. Martinez-Barbera, Motion planning for omnidirectional dynamic gait in 

humanoid soccer robots, Journal of Physical Gents 5(1)(2011) 25-34. 

[13] C. Jing, Human-simulated predictive control of variable ZMP trajectory tracking for biped robot, in: Proc. 2013 

International Conference on Information Technology and Applications (ITA), 2013. 

[14] F. Samadi, H. Moghadam-Fard, Pattern generation for humanoid robot with natural ZMP trajectory, in: Proc. 2014 Second 

RSI/ISM International Conference on Robotics and Mechatronics (ICRoM), 2014. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Japan Color 2001 Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJDFFile false
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHT <FEFF005B683964DA300C005000440046002800310032003000300064007000690029300D005D0020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        8.503940
        8.503940
        8.503940
        8.503940
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 400
        /LineArtTextResolution 1200
        /PresetName <FEFF005B9AD889E367905EA6005D>
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 0
      /MarksWeight 0.283460
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /JapaneseWithCircle
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [1200 1200]
  /PageSize [612.000 792.000]
>> setpagedevice


