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Abstract. Fine-grained recognition is a very challenge problem, because of the similarity 

between different subcategories and scarce training data. Even in the same subcategories, there 

can be some differences due to the distinct color and pose of objects. We focus our thoughts on 

the details of specific object parts to settle these limitations. We propose a model for fine-

grained recognition by taking advantage of deep Convolutional Neural Network (CNN) 

combined with bottom-up region proposals. Our method evaluates these proposals and utilize 

the evaluated proposals to determine the subcategory of the object. Our final result shows that 

our methods can increase the accuracy by 2-3% on average. 
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1 Introduction 

Object recognition is one of the major focuses of research in computer vision. Most of existing 

recognition tasks are on basic-level: distinguishing between table, human, computer, car and so on. On 

basic-level recognition, categories differ greatly from each other. On contrast, fine-grained recognition 

concentrates on differences between subcategory (breeds, species or product models), for example, 

classification of different species of birds or species of flowers, which means similarities existing across 

categories and subtle differences needed to be found. 

Deep Convolutional Neural Networks (CNNs) achieve high success in many computer vision tasks [6, 

16, 21], like Krizhevsky et al. [14] achieved an impressive result using a CNN in ILSVRC2012 [21], 

Girshick et al. [10] achieved breakthrough in basic-level object recognition on Pascal VOC dataset [6] by 

applying a set of bottom-up candidate region proposals. Deep CNN can be used to boost the accuracy not 

only in basic-level object detection, but in fine-grained recognition [22, 30, 32] as well. Because of the 

non-linear characteristic and great amounts of parameters to be trained, CNN demands strong computing 

power and a large number of training data. However, in fine-grained recognition, labeled training data is 

scarce due to the similarity between different categories, therefore, expertise knowledge is needed when 

labeling data. For example, can you recognize the species in Fig. 1. In Fig. 1, we can see the similarity 

between different subcategories (first row), and differences (color, pose) in the same subcategory (second 

row). 

    

(a) windflower (b) balloon flower  (c) balloon flower (d) balloon flower 

Fig. 1. First row 

                                                           
* Corresponding Author 



Journal of Computers Vol. 29, No. 3, 2018 

13 

We consider we can boost the accuracy of fine-grained recognition by forcing the CNN to focus on 

subtle parts in the image. We choose selective search [24] to generate bottom-up region proposals 

according to the conclusion described by Zhang et al. [30] that selective search can cover most of the 

significant parts. We present state-of-the-art results on Oxford 102 Flowers. Source code of our 

experiments is available at https://github.com/huyangc/flower-classify 

In this paper, we propose a training procedure to settle the limitations of fine-grained recognition: 

‧ Combine the part-based methods and CNN by utilizing the selective search to generate bottom-up 

region proposals. 

‧ Method to evaluate the region proposals without ground truth bounding boxes. 

2 Related Work 

2.1 Traditional Methods for Fine-grained Recognition 

A variety of methods about fine-grained classification have been proposed in recent years, e.g. [1-4, 18-

19, 25, 29]. As described in [1], we can divide these methods into these prominent directions: (1) 

Segmentation. (2) Region pooling, including pose-normalized pooling [31] and template-based pooling 

[29]. These methods have something in common: 1)algorithms designed to find out the significant parts 

in the images, (2) designing features and extracting these features using these parts, (3) classifier like 

SVM trained to get the recognition result. For example, Angelova et al. [2] first detects object in image 

and then extracts features of the segmentation using super-pixel segmentation [8], global pooling of HOG 

features [5], encoding by LLC method [26], then trains an SVM classifier [7] with the help of ground 

truth segmentation of training images. 

2.2 Convolution Neural Networks 

CNN was heavily used in the 1990s, first was popularized by LeCun [15] to use in digit recognition, but 

fell out of fashion because of the requirement for strong computing power and large amounts of training 

data. With the development of parallel computing and the construction of large image databases, CNN 

goes to front stage again and achieves high success in many computer vision tasks. For instance, 

Krizhevsky et al. [14] achieved an impressive result using a CNN in ILSVRC2012 [21] with two GPUs 

to accelerate the computation of CNN parameters. 

Inspired by Krizhevsky et al., many groups proposed CNN architectures to solve the classification 

problems. In order to get a better performance, many CNNs [10, 22, 30] are first pre-trained on a large 

image set, ImageNet [21] for example, followed by domain-specific fine-tuning. Girshick et al. [10] 

proposed a model applied CNN to bottom-up region proposals and generalized the CNN classification 

results on ImageNet to Pascal VOC. N Zhang et al. [30] fine-tuned the ImageNet pre-trained CNN for the 

200-way bird classify using the ground truth bounding box crops of the original images. 

3 Proposed Method 

Girshick et al. [9-10, 20] demonstrated the excellent result of CNN with regions on generic object 

detection task, N Zhang et al. [30] shows the effectiveness of the R-CNN method on Caltech-UCSD bird 

dataset [27]. The datasets they used have the ground truth bounding boxes which can be used to tell the 

foreground and background. The ground truth bounding boxes are manually labelled which leads to the 

scarcity of training data. Inspired by the Segmentation methods on Oxford 102 Flowers, we conjecture 

that we can make use of the CNN trained by specific parts in images other than only using the whole 

image to obtain a better result without the help of ground truth bounding boxes. 

The procedure of our experiment is demonstrated in Fig. 2. 
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(a) Training Stage: i. Use selective search to 

generate part proposals. ii. Eliminate noisy 

proposals. iii. Label the filtered proposals the same 

as the original image, then using all the labelled 

proposals to fine-tune the pre-trained ImageNet 

CNN.  

(b) Test Stage: i. Use selective search to generate 

part proposals. ii. Eliminate noisy proposals. iii. 

Obtain the labels of proposals through the fine-

tuned CNN. iv. Get the label of the test image 

through the proposals. 

Fig. 2. Procedure of our experiments 

3.1 Part Proposals 

We choose to follow Girshick et al. using selective search as our part proposals method for these reasons: 

(1) Selective search can generate part proposals that cover most of the interesting part we concern. 

(2) Unlike segmentation methods which generate only the main part of image, selective search can 

generate more images from an original image, as Fig. 3 shows. 

  

(a) Top row: origin image (b) segmentation result (c) selective search’s proposals 

(after filtration) 

Fig.3. Selective search’s proposals and segmentation result 

We set the parameters of selective search as: k = 200, minSize = 200, σ = 0.8. After selective search, 

we get X = {xi0,xi1,...,xin}(i ∈ [1,N]) where N is the size of training set. n denotes number of images 

generated by selective search on one image, xik means the k-th proposal of i-th image on training set. 

Considering the prior of Oxford 102 Flowers dataset, which is only consisted of flower images, we 

first fine-tune the CNN in Krizhevsky et al. [14] (AlexNet) to obtain a binary classifier (flower or not). In 

particular, we replace the last 1000-way full-connected layer (fc8) with a new 2-way full-connected layer 

whose weights are randomly initialized using a Gaussian with µ = 0 and σ = 0.01. Then we use the 

classifier to filter the part proposals. As Fig. 3 shows, after filtration, we obtain proposals that all about 

flowers. 

3.2 Fine-grained Recognition 

We label xik the same as xi at training. After that, we use all the labelled proposals as training set to 

enlarge the training data. On test step, for a test image, we utilize the recognition results of proposals to 

determine the recognition result of the test image. Representation of proposals recognition results is 

[ φ (xi0)... φ (xin)] and [score(xi0)...score(xin)], where φ (xik)/score(xik) represents the CNN recognition 

result/score of k-th part in xi. We first calculate the average score of xi on each label θ. 
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nθ denotes the number of proposals whose label is θ,θ ∈ [1,102]. Then we label this test image the 

same as the label of maximum average score. 

 label(xi) = argmax(pi(θ)),θ ∈ [1,102] 

In our experiments, we use the CNNs (AlexNet [14], GoogLeNet [23]) pre-trained on ImageNet. 

Moreover, we fine-tune the pre-trained CNNs to fit the 102-way Oxford 102 Flowers dataset. 

Specifically: 

(1) AlexNet experiment: we replace the last 1000-way full-connected layer (fc8) with a new 102-way 

full-connected layer whose weights are randomly initialized using a Gaussian with µ = 0 and σ = 0.01. 

We set the base learning rate to a tenth of AlexNet and drop it by a factor of 10 throughout training (per 

10000 iterations), with a momentum 0.9 to avoid over fitting (Learning rate: α = 0.001, Momentum: µ = 

0.9). 

(2) GoogLeNet experiment: we set the fine-tune parameters just the same as AlexNet experiment 

letting α = 0.001, µ = 0.9. We replace each of the three 1000-way loss/classifier layers with a new full-

connected 102-way layer whose weights are initialized by Xavier algorithm [11]. 

We warp each proposal to 227 × 227 to fit the network input size, and use softmax to generate every 

label score for each proposal. We use Caffe [13] to train the filter of proposals and fine-tune the pre-

trained CNNs. 

4 Evaluation 

4.1 Dataset 

We evaluate our method on fine-grained recognition dataset 102 Flowers. Oxford 102 flowers dataset [17] 

contains 102 categories of all 8,189 images. Each category contains 40 to 258 of images. The dataset is 

split into training, test, and validation sets. In training and validation sets, each category contains 10 

images. The test set consists of the remaining 6,149 images. 

We use the provided segmentations of all the 102 Flowers images as positive examples (flower) 

together with the leaves image in Flavia [28] and 2013 ImageCLEF’s plant identification task [12] as 

negative examples. We manually remove the images in which leaf or flower is not the main part. Fig. 4 

shows one of the positive examples and negative examples as well as the preferred image and noisy 

image. We get 14000 images of leaves and flowers in the end. These images are divided into training set 

(4900 flower images and 4900 leaf images) and test set (2,100 flower images and 2,100 leaf images). 

    

(a) Negative example, 

preferred image 

(b) Noisy image (c) Positive example, 

preferred image 

(d) Noisy image 

Fig. 4. Examples of noise data 

4.2 Results 

Proposals filtration. We train two classifiers to identify whether the segmentations of dataset are 

important or not. One uses the Oxford 102 Flowers segmentations as the positive examples and another 

just uses the original Oxford 102 Flowers dataset image. Both of the classifiers trained for the proposals 
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filtration achieve 99% of binary classification accuracy on our test set. 

Fine-grained recognition. We present the result of our experiments in Table 1. We first present the 

result of improvement by using selective search to enlarge the training set. Then we investigate the 

influence of proposals size on training stage and test stage separately.Without filtering the noisy 

proposals, we can not make the pre-trained CNN converge. So all of our experiments have the procedure 

of proposals filtration. The results show that we can get a higher accuracy when adding a size constraint 

to the proposals on both training stage and test stage. Because the input size of both CNNs is 227×227, 

when proposals are warped to the size, the smaller proposals will be added on some noise. Therefore, we 

get a lower accuracy no matter in ‘train with all size of proposals’ or ‘test with all size of proposals’ 

experiments. It is very interesting that we get a higher accuracy when just using the whole image to fine-

tune the AlexNet than GoogLeNet. And we get a more growth when using the data augment method in 

finetuning GoogLeNet than AlexNet. We think it is because of the structure differences that GoogLeNet 

needs more training data to be more discriminative for fine-grained recognition task. In the end, it shows 

that it is almost nothing different whether to use the segmentations or not in proposal filtration. 

Table 1. The result of our experiments 

Training mode AlexNet GleNet 

Train: whole image; Test: whole image 83.35% 75.85% 

Train: whole image; Test: whole image, seg. 83.85% 76.15% 

Train: all size proposals; Test: all size proposals 79.05% 77.79% 

Train: all size proposals; Test: all size proposals, seg. 79.35% 77.89% 

Train: whole image; Test: whole image 79.93% 78.21% 

Train: whole image; Test: whole image 80.12% 78.63% 

Train: whole image; Test: whole image 75.72% 72.27% 

Train: whole image; Test: whole image 75.83% 72.44% 

Train: whole image; Test: whole image 79.05% 81.12% 

Train: whole image; Test: whole image 79.65% 81.42% 

Train: whole image; Test: whole image 85.95% 88.24% 

Train: min (size) ≥227proposals; Test: min (size) ≥227proposals, seg. 86.65% 88.40% 

Train: whole image; Test: whole image 83.72% 85.79% 

Train: whole image; Test: whole image 83.91% 85.86% 

Note. “GLe Net” means Goog Le Net, “Train” means on training stage, “Test” means on test stage, “whole” means 

we use the whole image as input of CNN without data augment, “min (size)” means the smaller one between heigh 

tand width of proposal’s bounding box. “seg.” means using segmentations as the positive example when training 

proposal filter. 

We compare our method with the other start-of-the-art methods. Table 2 shows our state-of-the-art 

accuracy. 

Table 2. Comparison to other methods 

Method Accuracy 

Nilsback and Zisserman [17] 72.80% 

Nilsback [18] 76.30% 

Chai et al. [3] 80.00% 

Angelova et al. [2] 80.66% 

Chai et al. [4] 85.20% 

Razavian et al. [22] 86.80% 

Ours (from Table 1) 88.40% 

5 Conclusion 

We have proposed a training procedure for training set augment in fine-grained recognition to settle the 

limitations, which is capable of state-of-the-art methods. Our method utilizes the bottom-up region 

proposals and pre-trained CNN to boost the accuracy of fine-grained recognition. Our experiments show 

that it is highly beneficial to force CNN to focus on significant parts of object other than the whole image 
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by bottom-up region proposals. In the meantime, proposals can also enlarge the training data for CNN to 

settle the scarce training data limitation of fine-grained recognition. It is also important to point out that 

we obtain almost the same accuracy without the help of segmentations on proposal filtration. In future 

extensions of this work, we will consider using CNN features of proposals to classify the object other 

than the CNN classify results. We also plan to investigate the influence of features from different CNN 

layer, because we think that we should always focus on significant subtle parts rather than the whole 

image in fine-grained recognition. Finally, we will explore the way to accelerate the recognition 

procedure to obtain both accuracy and speed. 
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