
Journal of Computers Vol. 29 No. 3, 2018, pp. 28-42 

doi:10.3966/199115992018062903004 

28 

Stability Analysis of Hybrid Impulsive and Switching Stochastic 

Neural Networks with Time-Delay 

Zhuang Fang1, Xue-Gang Tan1,2* 

1 School of Science, Hubei University for Nationalities, Enshi 445000, China 

wdfangzhuang@163.com 

2 School of Science, Chongqing University of Posts and Telecommunications, Chongqing 400065, China 

redloner_tan@hotmail.com 

Received 27 October 2016; Revised 12 December 2016; Accepted 30 March 2017 

Abstract. This paper studies a class of hybrid impulsive and switching stochastic neural 

networks with time-delay. Using stochastic analysis theory and impulsive differential inequality 

theory, we establish the pth moment global asymptotical stability, pth moment global 

exponential stability and the mean square stability of the considered systems. Furthermore, we 

covert the stability analysis to solving a LMI (linear matrix inequality). Numerical examples are 

provided to illustrate the theoretical results. 
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1 Introduction 

In recent years, differential impulsive systems are employed to model many real processes where 

parameters may abruptly change in system structure [1-2]. Researchers find that the performances of 

differential impulsive models are better than other models [1-5]. Therefore, these systems have widely 

been applied to control theory, biology and so on. A differential impulsive system is a dynamic system 

with the interaction between discrete dynamics and continuous dynamics [3-5]. As is known to all, 

stability is one of the most important dynamical behavious of a system. In the real world, the stability of 

a differential impulsive system is often influenced by many factors, such as impulses, time-delay and so 

forth [6]. In realty, a lot of practical problems can be described by differential impulsive systems 

naturally. For instance, many biology researchers point out that each cell contains a number of 

“regulatory” genes which act as switches by turning one another on and off. Similarly to the systems of 

“regulatory” genes, many practical systems are subject to known or unknown abrupt parameter variations 

or sudden change of system structures due to the failure of a component. It is worth mentioning that the 

impulsive control scheme can provide an effective approach for controlling some highly nonlinear 

complex dynamical systems. But, at same time, the mechanisms may bring many new challenges on 

system stabilization, which is beyond the conventional theory. 

Furthermore, besides impulsive effects, stochastic effects exist widely in real systems [7]. In fact, the 

stochastic perturbation is unavoidable in the real word [8]. These stochastic effects may come from 

abrupt phenomena such as stochastic failures and repairs of the components, sudden environment 

changes, and changes of the interconnections of subsystems. 

In the past decade, the stability of stochastic dynamic systems has also been intensively investigated 

[8-13]. For example, the convergence of Euler Maruyama (EM) method for SDEs has been studied by 

Buckwar et al. [9]. Furthermore, in [8] and [11], Mao and Gard have studied the existence and 

uniqueness of the analytic solution of stochastic differential equations (SDEs). The stability of EM 

method for SDEs has been studied by Cao et al [10] and Liu et al. [12]. Omar et al. [13] have investigated 

the stability and convergence of composite Milstein method for SDEs. 
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The stochastic differential impulsive systems have been extensively intensified. The reason is that the 

corresponding problems are not only academically challenging but also of practical importance in many 

branches of science and engineering [14-15]. These systems are adequate mathematical models for many 

processes and phenomena, which have been studied in biology, physics technology, population dynamics, 

solar-powered systems, and so on [14, 16-17]. In [18], some sufficient conditions for the existence and 

global p-exponential stability of periodic solution for impulsive stochastic neural networks with time-

delay have been established. In addition, references [19-24] have discussed the stability of some 

stochastic systems. In [24], Wu et al. have studied the p-moment stability of stochastic differential 

equations with impulsive jump and Markova switching. 

Recently, researchers have transferred their attention to impulsive stochastic delay differential systems 

[25-29]. In [25-26], the authors have considered the global exponential stability of impulsive stochastic 

delay differential systems. By using auxiliary ordinary differential equations, the criteria of pth moment 

asymptotical stability has been obtained for impulsive stochastic delay differential systems [27] and for 

stochastic differential systems with Markova switching [28]. In [29], the authors have investigated pth 

moment exponential stability of impulsive delay differential systems. 

However, although the stability of stochastic differential impulsive systems has stirred some initial 

research interest, there are few results about hybrid impulsive and switching stochastic neural networks 

with time-delay. Thus, in this paper, we aim to establish the stability criteria for a class of hybrid 

impulsive and switching stochastic neural networks, which can be written as follows 
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Comparing with other existing results, the model is more generalization. In fact, many existing models 

are included in systems (1). For instance, if ( ) ( )( )(t) , , 0g t x t x t
δ

τ− = , then systems (1) becomes a hybrid 

impulsive and switching NN model in [30] without considering stochastic effects. If ( )kδ  is a constant 

function, systems (1) becomes an impulsive stochastic differential equation without switching in [31]. 

Since switching, time-delay, impulsive and stochastic effects are all considered in systems (1), it is very 

difficult to analyze the stability. And many existed stability criteria for differential dynamical systems [29, 

31-37] may be ineffective for systems (1). Moreover, several sufficient conditions are established to 

ensure the global asymptotical stability and global exponential stability for systems (1) in pth moment 

and mean square, respectively. The time-delay upper bound and convergence rate of our work are better 

than existing results, such as [23] and [34]. 

In this paper, unless otherwise specified, we employ the notation as follows. Let
0

( , ,{ } , )
t t

F F P
≥

Ω  be a 

complete probability space with filtration 
0

{ }
t t

F
≥

 satisfying the usual conditions (i.e., 
0
F  contains all p-

null sets and 
t

F  is right continuous) and i  denote the Euclidean norm. Let [ ]E i  be the expectation 

operator with respect to the probability space. ( ) ( ( ), ( ), , ( ))1 2t t t t
n

ω ω ω ω= � presents n-dimensional Brownian 

with (d (t))=0E ω  and 2

((d (t)) )=dtE ω . 

This paper is organized as follows. Some assumption of hybrid impulsive and switching stochastic 

neural networks with time-delay, definitions and lemmas are listed in Section 2. Section 3 has established 

several criteria for pth moment global asymptotical and exponential stability. In addition, 2th moment 

global asymptotical and exponential stability for a kind of stochastic hybrid impulsive and switching 

neural networks are presented. In Section 4, several numerical examples are given to illustrate the 
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theoretical results. Finally, Section 5 contains some conclusions and further work. 

2 Preliminaries 

To begin with, some conditions on systems (1), basic definitions and useful lemmas are introduced. 

Suppose that systems (1) admits a unique solution and the conditions (C1-C3) are satisfied at any 
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1
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Definition 2.1  

(i)(pth moment asymptotically stable)The trivial solution of systems (1) and (3) is pth moment 

asymptotically stable if there exists ( )0 0tδ δ= > such that 

 ( )( )pE x t δ<  (6) 

and 

 ( ) 0
lim 0, 0

p

t

E x t t t
→∞

= ≥ ≥ . (7) 
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3 Main Results 

For systems (1) and (3), assuming conditions (C1)-(C3) hold, one obtains the stability criteria as follows. 

Theorem 3.1 
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 ( ) ( )0 0 0
, ,   t t c t t t tϕ ≤ − − ≥ , (22) 

implies that the trivial solution of systems (1) and (3) is pth moment globally exponentially stable. 

Proof. For any ( ) ( )
00

;, ,0b n

F
x t i PC Rτ⎡ ⎤⎣ ⎦∈ − , we denote the solution 

0
( , , )x t t i of systems (1) and (3) by 

( )x t . Let ( )
i

V t  be the switching Lyapunov function with ( ) ( )0
, ,

i
t t t i k Nμ δ∈ = ∈ . According to the 

Itô formula, for 
1

[ , )
k k

t t t
+

∈ , we have 

 ( ) ( ) ( )( ) ( )
( ),

i

i i i

V t
dV t LV t dt g t x t d t

t
ω

∂
= +

∂
, (23) 

and ( ) ( ) ( ) ( )( ) ( )
( ),

t t
i

i i i i
t

V t
V t t V t LV s ds g t x t d t

t
ω

+Δ ∂
+ Δ − = +

∂
∫ . (24) 

Then taking expectations in both side of (24), we have 

 

( )
( ) ( ) ( )d ( , ( )) d ( ).i

i i i
t

t t

i

V t
V t t V t LV s s g t x t t

t
ω

+Δ ∂
+ Δ − = +

∂
∫  (25) 

By the continuity and the definition of the Dini derivation, we have 

 ( ) ( ) ( )1
, [ , ),

i i k k
D V t ELV t t t t i k Iδ

+

+
= ∈ = ∈ . (26) 

It then follows from condition (C4) and Lemma 2.1 that exists 
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which implies the conclusions of the theorem. The proof is completed. 

Using the proof techniques in Theorem 3.1, we can obtain the following Corollaries. 

Corollary 3.1. Suppose that conditions in Theorem 3.1 hold. Then the trivial solution of systems (1) and 

(3) is pth globally exponentially stable if one of the following conditions is satisfied. 
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solution of system (1) and (3) is pth moment globally exponentially stable. When
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Corollary 3.2. In Theorem 3.1, if there exist switching Lyapunov functions ( ) ( ) ( )T
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V t x t Px t= , 
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⎜ ⎟= = =
⎜ ⎟
⎜ ⎟
⎝ ⎠

∑

�

�

�

�

 (40) 

and 

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2

= = =  

T
T T T T

i i i i
z t z t z t U x t U x t x t U U x t x t x t x t= ⎡ ⎤ =⎣ ⎦ . (41) 

Obviously, 

 ( ) ( ) ( )2 2 2

min max

1 1 1

n n n

i j j j i j

j i j

P z z P zλ λ λ

= = =

≤ ≤∑ ∑ ∑ .  

Thus, we obtain that 

 ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2

min max

T

i i i i
P x t V t x t Px t P x tλ λ≤ = ≤ . (42) 

Let ( )mini i
pc λ=  and ( )

maxi i
d pλ= . In this part, it is similar to (C5) of Theorem 3.1 and p=2. In 

addition, equation (37) is similar to equation (17) of Theorem 3.1 ( ( ) ( )max min
/ /

i i i i i
d c P Pρ λ λ= = , 

( )max
ii I

ρ ρ
∈

= ). 

Similar to the proof of Theorem 3.1, we can easily complete the proof of Corollary 3.3. 

Corollary 3.3. In Theorem 3.1, if 2p =  in (17) and ( ) ( ) ( )
2 2

ii i
EV tc E x t d E x t≤ ≤⎡ ⎤ ⎡ ⎤

⎣ ⎦ ⎣ ⎦  in (19), then 

 ( )0
lim ,
t

t tϕ
→∞

= −∞ , (43) 

which implies that the trivial solution of systems (1) and (3) is asymptotically stable in mean square, and 

( ) ( )0 0 0
, , , 0t t c t t t t cϕ ≤ − − ≥ > , which implies that the trivial solution of systems (1) and (3) is 

exponentially stable in mean square. 
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Remark 3.1. From corollary 3.3, the results can be applied to the practical case of stochastic hybrid 

impulsive and switching neural networks. If we construct switching Lyapunov function by 

( ) ( ) ( )T

i i
V t x t Px t= , a mean square stability condition for systems (1) and (3) can be obtained. 

Furthermore, the problem can be turn into solving a linear matrix inequality (LMI) via Schur complement. 

The LMI can be regarded as an optimization problem. 

Next, we consider the global asymptotical exponential stability and global asymptotical stability for 

systems (1) and (3) in mean square. For simplify, suppose the solution of the model always exists, and 

several Lemmas are introduced as follows. 

Lemma 3.1 [23]. LetY be the real matrix ofn m× dimensions and letP be a positive matrix. Then 

 

( )

( )
max

min

T T
P

trace Y PY trace Y PY
P

λ

λ
⎡ ⎤ ⎡ ⎤≤⎣ ⎦ ⎣ ⎦ . (44) 

Lemma 3.2. Let n n

P R
×

∈  be a symmetric and positive definite matrix and n n

Q R
×

∈  be a symmetric 

matrix. Then ( ) ( )1 1

min max

T T T
P Q X PX X QX P Q X PXλ λ

− −

≤ ≤ . 

Lemma 3.3. Let n n

A R
×

∈  be a symmetric and positive definite matrix andε be a positive constant. 

Then 11
2

T T T
X Y X AX Y A Yε

ε

−

≤ + . 

Theorem 3.2 

If systems (1) and (3) satisfy the following conditions: 

(E1) for , 1,2, ,i N j n∈ = � , there exist positive constants 
( )i
j

M  such that ( ) ( ) ( )
,

i i n

j j
f M Rα α≤ ∀ ∈ . 

(E2) for , 1,2, ,i N j n∈ = � , there exists positive constants 
( )i
jL  such that 

( ) ( ) ( ) ( ) ( )i i i
f f L
j j j

α β α β− ≤ − . 

(E3) for 1,2,k = � , there exist positive constants 
k

β  such that ( ) ( )( ) ( ),
k k k k k

x t J t x t x tβ− − − −

+ ≤ . 

(E4) for systems (1) and (3), there exists a constant 1σ ≥  such that 
1k k

t t στ
−

− ≥  for all k . 

(E5) ( ) ( )( ) ( ) ( )( ) ( ) ( ) ( ) ( )
2 21 2

 , , , ,

T

i i i i
trace g t x t x t g t x t x t x t x tτ τ λ λ τ⎡ ⎤− − ≤ + −⎣ ⎦ . 

(E6) there exist symmetric and positive-definite matrices
i
P , positive-definite diagonal matrices ,Q R

i i
 

and S
i
 positive constant scalars ( ) ,

i i i
i Iα α η> ∈ , such that 

(e1) 0
i i i

PαΩ + ≤ , 

(e2) ( )( ) ( )0 0

1 1

2ln ln , ,

N

j i i i
k i

T t t t tβ ρ λ μ ϕ
= =

⎡ ⎤⎡ ⎤
⎢ ⎥⎣ ⎦ ⎣ ⎦

+ + − ≤∑ ∑ ,  (45) 

where ( )0
,t tϕ  and 

i
ρ  are defined in Theorem 3.1, and 

 

( )11 T T

i i i i i i i i i i i i i i i
PA AP PBQ B P P LQLρ λ−

Ω = + + + + , (46) 

and 
i

λ  is the unique positive root of the equation 0i

i i i
e
λτ

α η λ− + + = with
( )2

i i
η λ= . 

Then ( )0
lim ,
t

t tϕ
→+∞

= −∞  implies that the trivial solution of (1) and (3) are globally square asymptotically 

stable, and ( ) ( )0 0 0
, , 0,t t c t t c t tϕ ≤ − − > ≥ implies that the trivial solution of (1) and (3) are globally 

asymptotically mean square exponentially stable. 

Proof. Consider the switching Lyapunov function  

 ( ) ( ) ( ) ( )1
, [ , ),T

i i k k
V t x t Px t t t t i kδ

+
= ∈ = . (47) 

Applying the Itô formula to (47), one has 

 ( ) ( ) ( )( ) ( )
( ),

i

i i i

V t
dV t LV t dt g t x t d t

t
ω

∂
= +

∂
, (48) 
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where 

 ( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )2 s, , , , ,T T

i i i i i i i
LV t x t P A x s B f x s trace g t x t x t Pg t x t x tτ τ⎡ ⎤ ⎡ ⎤

⎣ ⎦ ⎣ ⎦
= × + + − − .(49) 

Based on (E1-E5), Lemmas 2.1-2.2, and 3.1-3.3, we can prove that 

( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( )

1

1 21

1

+ + , , , ,

          +

          

T T T T T T

i i i i i i i i i i i i i i i i

T T T T T T

i i i i i i i i i i i i i i i i

T

i i i i i i i i

LV t x t PA AP x t x t PBQ B P x t f t Q f x t trace g t x t x t Pg t x t x t

x t PA AP PBQ B P x t f t Q f x t x t Px t x t Px t

x t PA AP PBQ B

τ τ

λ λ τ τ

−

−

−

⎡ ⎤≤ + + − −⎣ ⎦

⎡ ⎤≤ + + + + − −⎣ ⎦

≤ + + ( ) ( ) ( ) ( ) ( )

( ) ( )

1 2

          ,

T T T

i i i i i i i

i i i

P P LQL x t x t Px t

V t V t

λ λ τ τ

α η τ

⎡ ⎤+ + + − −⎣ ⎦

≤− + −

(50) 

where
( )1

i i
η λ= and

i
λ satisfies 0i

i i i
e
λτ

α η λ− + + = . Similar to the proof of Theorem 3.1, for any 

1
[ , )

k k
t t t

+
∈ , one can show 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 1

22 2
2

min max max

t t t
k k k

i i i
t t t
k k k

ds ds ds

i i i k i k i k k
P E x t E V t E V t e P E x t e P E x t e

λ λ λ

λ λ λ β

+ + +

− −

−

∫ ∫ ∫
≤ ⎡ ⎤ ≤ ⎡ ⎤ ≤ ≤⎣ ⎦ ⎣ ⎦ .(51) 

Thus 

 

( )
( )

( )

( )

( )
( ) ( )

[ ]
( )

( ) ( )

( ) ( )

( )

( )( )

1 1

1
1

j 0, j 0,

0

0

j 0, j

2

min

2 2max

min

2ln

0

0,

2ln ln ,

1

=

t t
k k

i i
t t
k k

k k t j

j i
t
ji j i j

k

j i i i

i j

i

i

ds ds
i

k i k

i

dsk

i t
j i j

T t t

E x t E V t
P

P
E x t e E x t e

P

e E V t

e

δ δ

δ

λ λ

β λ

δ
δ

β ρ λ μ

λ

λ
ρ

λ

ρ

+ +

+

+

= = = =

= =

− −

⎡ ⎤
⎡ ⎤+ −⎢ ⎥⎣ ⎦

⎢ ⎥⎣ ⎦

= =

⎡ ⎤⎡ ⎤+ + −⎣ ⎦ ⎣ ⎦

≤ ⎡ ⎤⎣ ⎦

∫ ∫⎡ ⎤ ⎡ ⎤≤
⎣ ⎦ ⎣ ⎦

∑ ∑ ∫
⎡ ⎤≤
⎣ ⎦

∑
=

∏

�

( )

( ) ( ) ( ) ( ) ( )0, 0

0 0

,

0 0
.

k

i j t t

t t
E V t E V t e

δ ϕ

δ δ

= =

∑
⎡ ⎤ ⎡ ⎤≤
⎣ ⎦ ⎣ ⎦

 (52) 

Then ( ) ( )0 0 0
, ,t t c t t t tϕ = − − ≥ , which implies ( ) ( ) ( ) ( )0

0

2 ,

0

t t

t
E x t E V t e

ϕ

δ
⎡ ⎤≤
⎣ ⎦

, and the trivial solution of 

systems (1) and (3) is globally asymptotically mean square exponentially stable. Then 

( )0
lim ,
t

t tϕ
→+∞

= −∞ , ( )
2

0E x t⎡ ⎤ →
⎣ ⎦

, which implies that the trivial solution of systems (1) and (3) are 

mean square globally asymptotically stable.  

Remark 3.2. Via Schur complement, it is easy to show that (e1) of (45) is equivalent to the LMI  

 

 
0

i i i i i

T T

i i i

P PB

B P Q

αΩ + −⎡ ⎤
≤⎢ ⎥−⎣ ⎦

. (53) 

where 
( )1

i i i i i i i i i i i
PA AP P LQ Lρ λΩ = + + + . 

Remark 3.3. For computational consideration, the smaller
i

α satisfying (e1) of (45) will be better. 

Because smaller
i

α will lead to the smaller left side of (e2) of (45). Therefore, the smaller
i

α is better to 

reduce the conservatism of (e2) of (45). In addition, based on the following optimization problem: 

 

min                   

. .,  (53) holds.

i

OP
s t LMI

α⎧
⎨
⎩

  

We can obtain the smaller
i

α in (53). 

Corollary 3.4. Assume that (e1) of E6 in Theorem 3.2 holds. Then, the trivial solution of systems (1) and 
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(3) are mean square globally exponentially stable if one of the following conditions is satisfied. 

(f1) Let { },
i

minζ α= for all i I∈ , there exists a constant0 ε ς< < such that 

 ( ) 12ln 0, 1,2,
k

k

t

k
t

ds kρβ ε
+

− ≤ =∫ � . (54) 

(f2) For any 
1k k

t t T
+
− ≤ < ∞ , there exist constants ,γ ς satisfying 

i
ς α γ≤ <  such that 

 ( ) 12ln 0, 1,2,
k

k

t

k
t

ds kρβ γ
+

+ ≤ =∫ � . (55) 

Proof. When { },
i

minζ α= it follows from (55) that  

 ( ) ( )( ) ( )( )
1

2

0 0

1 1

ln ,
k N

i i i

i i

T t t t tρβ α μ ς ε
−

= =

+ ≤ − − −∑ ∑ . (56) 

Let ( ) ( )( )0 0
,t t t tϕ ς ε= − − − and note that 0ς ε− > . Then the trivial solution of systems (1) and (3) are 

all mean square globally exponentially stable. When
i

ς α γ≤ < , it follows from (55) that  

 ( ) ( )( ) ( )( )2

0 0

1 1

ln ,
N

k i i

k i

T t t t tρβ α μ γ ς
= =

+ ≤ − − −∑ ∑ . (57) 

Let ( ) ( )( )0 0
,t t t tϕ γ ς= − − − . Then the trivial solution of systems (1) and (3) are mean square globally 

exponentially stable. The proof is completed. 

Remark 3.4. According to Corollary 3.4, one can derive an estimation of exponential convergence rate 

of ( )x t . Additionally, in the case of condition (f2) of Corollary 3.3, the parameter 
i

α  resolves the 

systems are stable or not. For example, if 
i

α  is positive, the stochastic switching subsystems might be 

stable, but the stochastic switching subsystems might be unstable provided that 
i

α is a negative or sign 

varying with respect to i. 

Furthermore, if ( ) ( ) ( )T

i i
V t x t Px t=  is chosen in the proof of Theorem 3.1, the following result holds. 

Corollary 3.5. Assume that ( )( ) ( ),
k k k k k

J t x t b x t
− − −

= and there exist constants T + and T −  such that 

1
0

k k
T t t T

+ −

−
> − ≥ >  for 1,2,k = � . Moreover, if there exist symmetric and positive definite matrices

i
P , 

positive definite diagonal matrices Qi , and a constantδ such that one of the following conditions holds: 

(g1) 
( )11

0
T T

i i i i i i i i i i i i i i
PA AP PBQ B P P LQL Pλ δ

−

+ + + + + <  and ( )2ln 1 0
k
b Tδ

−

+ − ≤ . 

(g2) 
( )11

0
T T

i i i i i i i i i i i i i i
PA AP PBQ B P P LQL Pλ δ

−

+ + + + − <  and ( )2ln 1 0
k
b Tδ

+

+ + ≤ . 

Then the trivial solution of systems (1) and (3) are all globally exponentially stable. 

Remark 3.5. Similarly, Via Schur complement, the former inequation of condition (g1) and (g2) are 

equivalent to the LMI with respect to Qi. Additionally, the LMI is easy to be written as follows:  

 

 
0

i i i i

T T

i i i

P PB

B P Q

δΩ ± −⎡ ⎤
≤⎢ ⎥−⎣ ⎦

.  

4 Numerical Simulation 

In this section, three examples are presented to illustrate the main theoretical results proposed in this 

paper. 

Example 4.1 

In this example, we consider a stochastic hybrid system form as follows: 
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( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )

( ) ( ) ( )-

, , - , [ , 1 )

,                                                        1 , 1,2,

dx t Ax t Bf x t dt g t x t x t d t t iT i T

x t bx t t i T i

τ ω⎧ ⎡ ⎤= + + ∈ +⎪ ⎣ ⎦
⎨
Δ = = + =⎪⎩ �

 (58) 

where 1, 0.4, 1.92T bτ= = = − , 

 

-1   0  -0.6     -0.3
,

 0   -1 -0.21    0.15
A B

⎛ ⎞ ⎛ ⎞
= =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

,  

 ( ) ( )( ) ( ) ( )( ) ( )( ) ( )( )( )1
, , sin sin

3
g t x t x t A x t x t B x t x tτ τ τ− = + − + + − , (59) 

and the activation function are described as: ( )
10

0.2cos( ) ( )

1 ( )
i

i x t
f x

x t

π

=

+

. 

By solving the LMI of the (e1) of condition (E6) of Theorem 3.2, we obtain a feasible solution which 

is shown as following: 

 

 2.04   0.32
P =

 0.32   2.84

⎛ ⎞
⎜ ⎟
⎝ ⎠

,

0.56     0
Q =

  0     0.62

⎛ ⎞
⎜ ⎟
⎝ ⎠

,  

and =0.12α . Noting that
1

1
i i
t t T

−

− = = , 0.92β ≈ , and 0.2421η = , and letting =0.20γ , we can obtain that 

( )2ln 1 2ln0.92 0.12 1b Tδ
−

+ − = − ×  -0.244 0≈ < . Thus, as shown in Fig. 1, the system of (58) is 

globally exponentially stable. 

0 2 4 6 8 10 12
-1

-0.5

0

0.5

1

1.5

Time t

x

 

 

x1

x2

 

Fig. 1. Trajectories of the hybrid stochastic systems (58) with the initial value x(0)=[ -0.90 1.30]
T 

Example 4.2 

In this example, consider a stochastic hybrid system (60). There are two subsystems in each stochastic 

hybrid system. The switching sequence is chosen as follows: subsystem 1→subsystem 2→subsystem 

1→subsystem 2→�Moreover, we suppose the activation function are piecewise liner functions, such 

as: ( ) ( )1 1 ,0 1
ij
f x x xα α= + − − < ≤ . 

 

( ) ( ) ( )( ) ( ) ( )( ) ( )

( ) ( )
( ) ( ) ( )( ) ( )

1 1 1 1

1

2 2 2 2

, , ,   [ , ),             

,                                                                       ,                     

,

dx t A x t B f x t dt g t x t x t d t t kT kT T

x t b x t t kT T

dx t A x t B f x t dt g t x t

τ ω σ

σ
−

⎡ ⎤= + + − ∈ +⎣ ⎦

Δ = = +

⎡ ⎤= + +⎣ ⎦ ( )( ) ( )

( ) ( )2

, ,  [ , ( 1) ),    

,                                                                      ( 1) , 0,1,2,

x t d t t kT T k T

x t b x t t k T k

τ ω σ

−

⎧
⎪
⎪
⎪
⎨

− ∈ + +⎪
⎪

Δ = = + =⎪⎩ �

 (60) 

with
1 2

4, , 2.04, 0.0. 25T b bσ τ= = − === , and  
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1 2

1 0

0 1
A A

−⎛ ⎞
= = ⎜ ⎟

−⎝ ⎠
, 

1

0.480 -0.415

-0.105 0.265
B

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

,

2

0.485 0.360

0.280 0.210
B

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

, 

( ) ( )( ) ( ) ( )( ) ( ) ( )( )( )1 2 2 1
, , sin

i
g t x t x t A B x t x t A B x t x tτ τ τ− = + − + + −

 

(61)

By solving the linear matrix inequality (LMI) of (e1) of condition (E6) of Theorem 3.2 for positive 

definite matrices P, and positive-definite diagonal Q1, Q2, we get a feasible solution as follows: 

 

  4.2161   -0.0166
P =

 -0.0166    4.6103

⎛ ⎞
⎜ ⎟
⎝ ⎠

,
1

 3.7937         0
Q  =

     0         4.7357

⎛ ⎞
⎜ ⎟
⎝ ⎠

,
2

5.1489      0
Q  =

      0     5.4660

⎛ ⎞
⎜ ⎟
⎝ ⎠

,  

and 0.04.δ =  Note that
1 2

1.04,β β β= = = and 2.T
−

=  We can obtain that ( )2ln Tβ δ −

−  

2ln1.04 0.04 2= − × 0.0016 0≈ − < . Based on corollary 3.5, it can be verified that the system (60) is 

globally exponentially stable as shown in Fig. 2. 
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Fig. 2. Trajectories of the hybrid stochastic systems (60) with the initial value x(0)=[1.20 -1.76]
T 

Remark 4.1. To verify the performances of the approach presented in this paper, the comparison with 

results reported in [23] and [34] are listed in Table 1. 

Table 1. Comparison of upper bound τ and exponential convergence rate c 

Methods Upper bound τ Exponential convergence rate c 

Pu et al. [23] 0.1900 0.3493 

Li et al. [34] 0.2100 0.3229 

Theorem 3.2 0.2000 0.4130 

 

According to Table 1, it is easy to calculate that the stability criteria in this paper are less conservative 

in the sense of the computed time-delay upper bound. The convergence rate of hybrid stochastic systems 

also is faster. 

Example 4.3 

In this example, reconsider the stochastic hybrid system of the form of (58) with 

4, 2, 1.8084T bτ= = = − ， 

 

-0.5    0     0  0.2   0.1   0.1

  0    0.5   0 , -0.2   0.3   0.1

  0      0   0.5  0.1  -0.2   0.3

A B

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟

= =⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

,  

and 
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 ( ) ( )( ) ( ) ( ) ( ), , cosg t x t x t x t x t tτ τ− = + − + . (62) 

Solving the maximal value ofα satisfying the (e1) of condition (E6) of Theorem 3.2, we obtain that 

 

1.458     -0.0728    0.0710  0.3338       0         0

P = -0.073    1.8487   -0.0003 ,Q =      0      0.4544      0

0.071    -0.0003    2.0748      0         0       0.5122

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

,  

and =0.1α . Noting that
1

4
i i
t t T

−

− = = , 0.8084β = , and 0.2553η = and letting =0.20δ , we can obtain 

that ( )12ln
i i
t tβ δ

−

− − 2ln(0.8084) 0.2 4 -1.2253 0= − × ≈ < . Based on corollary 3.4, it can be verified 

that the system (58) is globally exponentially stable as shown in Fig. 3.  
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Fig. 3. Trajectories of the hybrid stochastic systems (58) with the initial value x(0)=[ -0.45 0.65 -0.9]
T
 

5 Conclusion 

In this paper, we have discussed the stability of hybrid impulsive and switching stochastic neural 

networks with time-delay. Switching Lyapunov functions and stochastic analysis techniques have been 

used to establish general criteria for the asymptotic and exponential stability of the new model. The new 

results can be used to analyze mean square global asymptotical and exponential stability for a kind of 

hybrid stochastic impulsive and switching neural networks. Furthermore, the results have illustrated by a 

number of numerical examples, which verified the effectiveness of the theoretical results. Although the 

exponential stability of systems in this work is derived by using Halanay inequality, the stability results 

are conservativeness. The reason is that it is difficult to construct a more effective Lyapunov-Krasovskii 

function to satisfy Halanay inequality. How to reduce the conservativeness and improve the convergence 

rate of hybrid stochastic systems is further work.  
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