Intensity-based Co-occurrence Local Ternary Patterns for Image Retrieval
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Abstract. Feature descriptors based on local pattern have been applied successfully in image retrieval due to their simplicities. However, most of the local pattern methods only consider the relationships between the center pixel and its boundary pixels. And these methods disregard the co-occurrences between patterns in images. In this paper, we propose a novel feature extraction algorithm called intensity-based co-occurrence local ternary patterns (CLTP) using HSV color space. The brightness level at a center pixel is highly dependent on the brightness levels of its neighbors. The neighbors intensity (NI) for a given center pixel are considered in CLTP and an operator, namely NI-CLTP, is proposed. HSV color space is used in this algorithm to extract color information. NI-CLTP encodes the intensity co-occurrence of similar ternary edges among the surrounding neighbors for a given center pixel in an image and it is different from the existing local pattern methods. Furthermore, NI-CLTP is combined with Gabor transform to extract effective texture feature. Extensive experiments on diverse databases verify the effectiveness of our proposed method.
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1 Introduction

In recent years, with the growth of network technology and multimedia technology, the size of image databases is increasing rapidly. It is an extremely difficult task to search and retrieve images from a huge database. Therefore, image retrieval has become an important topic in pattern recognition and image processing. At present, most of web search engines (such as Google and Baidu) can retrieve images using keywords. However, text based retrieval methods have two drawbacks. Firstly, images are annotated by human labor and it is time-consuming for a large volume of image database. Secondly, the retrieval results are inaccurate, because different annotators tend to use different ways to handle the same image. To overcome these problems, the content-based image retrieval (CBIR) is proposed. CBIR [1-4] first extracts the visual low-level features (such as color, texture, shape, etc.) which can represent an image, and then computes the similarities between the query image and images in the database. Finally, the top-N images will be displayed by distance measure. Feature extraction is a critical step for retrieving the
images from a huge database and the performance of low-level features directly impacts the results of image retrieval.

Color and texture are two important visual features in CBIR. Diverse methods have been proposed to extract the color and texture features for image retrieval. Color presents the intensity distribution in different color channels. The important color descriptors are color histogram, color moments, color correlograms and color coherence vector. Color histogram is invariant to scale and orientation and it is widely applied for image retrieval [5]. However, color histogram lacks spatial information. Therefore, color moments [6], color correlograms [7] and color coherence vector [8] have been proposed to exploit the spatial information. Sticker et al. proposed color moments which considered the spatial position information. However, color moments consume a lot of computation space. Color correlograms were proposed that characterize the spatial correlation between pair of colors. Color coherence vector was introduced for image retrieval which incorporated spatial information of images. Texture describes the information of the coarseness and repetitive patterns of objects. Many texture descriptors have been proposed to describe image features. Gabor wavelet transformation has been widely applied in computer vision [9-10]. The scale-invariant and rotation-invariant Gabor transform features were extracted for image retrieval by Han et al. [11]. Gray level co-occurrence matrix (GLCM) was introduced to describe texture feature using the co-occurrence relationship of pixels in images [12-16]. Siqueira et al. [17] extended the GLCM to multi-scale descriptors for texture description.

Many local patterns have been proposed for image retrieval, texture classification, face recognition, etc. Viola et al. [18] introduced Haar features for real-time face detection. Ojala et al. [19] presented local binary patterns (LBP) for image texture classification. Subsequently many variants related to LBP have been presented for texture analysis, face recognition, face recognition [20], palmprint recognition, etc. Heikkilä et al. [21] proposed center symmetric local binary pattern (CS-LBP) which compared center-symmetric pairs of pixels. Tan et al. [22] presented local ternary patterns (LTP) for face recognition which extends LBP to 3-valued codes. Local configuration pattern (LCP) has been combined with LBP for texture classification [23]. Guo et al. [24] proposed completed local binary pattern (CLBP), which integrated CLBP_Center (CLBP_C), CLBP_Sign (CLBP_S) and CLBP_Magnitude (CLBP_M) into joint histogram for texture classification. Local mesh patterns (LMP) [25] encoded the relationship among the surrounding neighbors for a given center pixel in an image for biomedical image indexing and retrieval. Most of the techniques in CBIR have used a single feature during the last decade. However, a single feature usually has some limitations. It is difficult to use single property to represent various image contents. There are some methods that fuse color and texture features. Shen et al. [26] combined color, texture and spatial structure for image representation. Images were segmented into small regular regions and then extracted local color, texture and census transform histogram (CENTRIST) respectively. Liu et al. [27] proposed multi-texton histogram (MTH) that integrates the advantages of co-occurrence matrix and histogram to characterize color and texture features. ElAlami [28] exploited Gabor filter and 3D color histogram for image retrieval.

Many local patterns have been proposed and these methods are used in image retrieval. However, most of the local patterns only consider the relationships between a given center pixel and its neighbors in the alone pattern, and these methods lose local textural information regarding the co-occurrence of patterns in an image.

In this paper, we address the co-occurrence of similar local patterns. The main contributions of our method are summarized as follows:

1. We propose a novel neighbors intensity co-occurrence local ternary patterns (NI-CLTP) feature descriptor. NI-CLTP codes the co-occurrence between adjacent local patterns, while traditional local patterns lose the co-occurrence of patterns.
2. We further extend NI-CLTP to neighbors intensity Gabor co-occurrence local ternary patterns (NI-GCLTP) by Gabor filters, in which extracts different scales and orientations texture information.
3. For a given pixel, NI-CLTP is calculated by the threshold of neighbors with the average gray level of surrounding neighbors. This selection of threshold is more robust than the center pixel of LBP.
4. We extract color and texture feature to represent images, while traditional local patterns methods disregard the description of color information.
5. We evaluate the proposed method on Corel-1000, Corel-5000 and Corel-10000 databases, and experimental results demonstrate the effectiveness of the proposed method in CBIR.

The remainder of this paper is organized as follows. In Section 2, color space, LBP and LTP are
introduced. Section 3 presents co-occurrence local ternary patterns (CLTP) scheme. The proposed system framework is illustrated in Section 4. Experimental results and discussions are illustrated in Section 5. Finally, Section 6 concludes the paper.

2 Color and Texture Descriptors

Before discussing the proposed method in detail, this section gives brief reviews of color quantization in HSV color space, the local binary pattern (LBP) and local ternary pattern (LTP).

2.1 Color Quantization in HSV Color Space

There are already many excellent color space models [29], such as RGB, Lab, YIQ, HSV, etc. It has been suggested that color space plays an important role on the performance of image representations. The HSV color space [30] is very close to the human visual perception system and it is widely applied for color feature extraction. H, S and V components represent hue, saturation and value information in HSV color space respectively, \( H \in [0,360], S \in [0,1], V \in [0,1] \). H component is measured by an angle value from \( 0^\circ \) to \( 360^\circ \) and different angles present different colors. S component is numbered from 0 to 1, as saturation varies from low to high, the color saturation increases. V component also varies from 0 to 1. To extract discriminative information, HSV color space is adopted for image representation in this work. To reduce the computational complexity, it is necessary to make appropriate color space quantization. In our paper, H and S components are quantized into 72 and 20 bins.

2.2 Local Binary Pattern (LBP)

The local binary pattern is encoded by comparing a given center pixel with its neighbors. LBP takes \( P \) points around the center pixel as neighbors, the gray values of its neighbors are \( g_0, g_1, \cdots, g_P \). The spatial structure in the neighborhood is interpreted as a \( P \)-bit binary number by comparing the center pixel with its neighbors, which can be defined as follows:

\[
LBP_{P,R} = \sum_{m=0}^{P-1} s(g_m - g_c)2^m
\]

where \( P \) denotes the number of neighbors, and \( R \) is the radius of the circle defining the neighborhood. \( g_c \) denotes the gray-value of the center pixel.

2.3 Local Ternary Pattern (LTP)

Based on the basic idea in LBP, LTP [22] was designed to adopted 3-valued codes to describe the neighboring relationship among pixels, in which gray-levels in the zone of width \( \pm t \) around \( g_c \) are quantized to \( 0 \), those above \( (g_c + t) \) are quantized to \( +1 \), those below \( (g_c - t) \) are quantized to \( -1 \). The LBP code is replaced by a ternary LTP code and the LTP is defined as follows:

\[
s'(x, g_c, t) = \begin{cases} 
1, & x \geq g_c + t \\
0, & |x - g_c| < t \\
-1, & x \leq g_c - t 
\end{cases}
\]

where \( t \) is a user-specified threshold.

To facilitate the following discussion, we set the number of neighbors as 8 and the radius of the circle defining the neighborhood as 1.

The above methods of the local patterns only consider the relationships between a given center pixel and its neighbors in the alone pattern, and the correlation between adjacent patterns in images is...
overlooked. The co-occurrence between patterns can extract more discriminative information than alone pattern without spatial correlation. Therefore, we consider the co-occurrence of similar adjacent patterns in this paper to get a discriminative texture feature.

3 Co-occurrence Local Ternary Patterns (CLTP)

3.1 NI-CLTP Descriptor

In an image, the brightness level at a point is highly dependent on the brightness levels of its neighbors unless the image is simply random noise [31]. Inspired by this idea, Liu et al. [32] proposed the intensity-based features which considered the intensities of neighbors (NI-LBP). However, NI-LBP does not reveal any information regarding the co-occurrence of patterns in the image.

The idea of LBP, LTP and the co-occurrence matrix features have motivated us to propose the co-occurrence local ternary patterns (CLTP) for image retrieval. In CLTP, we consider neighbors intensity (NI) for a given center pixel. So the novel descriptor is named as NI-CLTP. Co-occurrence matrix features have motivated us to consider the co-occurrence information between patterns. There are three pixel pairs \((x, y) = (1, 1), (x, y) = (0, 0)\) and \((x, y) = (0, 1)\) or \((x, y) = (1, 0)\) between adjacent local binary patterns in a local image patch. The co-occurrence of three pixel pairs can just use the ternary coding by the idea of LTP. Therefore, we code co-occurrence pixel pairs by using 3-valued \((1,2,0)\) and the ternary coding scheme is similar to the coding scheme of LTP.

NI-CLTP is calculated based on the co-occurrence of similar ternary edges among the surrounding neighbors for a given center pixel in eight directions as shown in Fig. 1. The co-occurrence among the surrounding neighbors are calculated based on the relationships between neighbors with the average gray value of neighbors (we use the average gray value of neighbors which can be found in Ref. [32]). To facilitate discussion, we set used parameters as: \(P = 8\), \(R = 1\) in the NI-CLTP.

![Image](image.png)

Fig. 1. Example for NI-CLTP calculation (two average gray values of neighbors in \(R\) and \(R + 1\) along eight directions are 99.13 and 42.13)

NI-CLTP for a given center pixel is calculated by using intensity distributions of its neighbors as follows:

\[
T_{P,R}(g_m) = I_{P,R}(g_m) - t; \quad m = 1, 2, \ldots, P
\]  

(4)

where \(P = 8\) is the number of neighbors, \(R = 1\) is the radius of the neighborhood, the gray values of the surrounding neighbors are \(I_{P,R}(g_m)\), and \(t = \frac{1}{8} \sum_{m=1}^{P} I_{P,R}(g_m)\).

\[
T_{P,R+1}(g_m) = I_{P,R+1}(g_m) - \bar{t}; \quad m = 1, 2, \ldots, P
\]  

(5)

where the gray values of the surrounding neighbors are \(I_{P,R+1}(g_m)\), and \(\bar{t} = \frac{1}{8} \sum_{m=1}^{P} I_{P,R+1}(g_m)\).

After calculating the intensity distributions of the surrounding neighbors, we code them based on the indicator \(s(x)\) as follows:

\[
T_{P,R}^1(g_m) = s(T_{P,R}(g_m))
\]  

(6)
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\[ T^1_{P,R}(g_m) = s(T^1_{P,R+1}(g_m)) \]  

Then \( T^1_{P,R}(g_m) \) and \( T^1_{P,R+1}(g_m) \) are coded as ternary values. NI-CLTP is calculated based on the co-occurrence of these ternary values as follows:

\[ \text{NI-CLTP} = \left[ \begin{array}{c}
s_1(T^1_{P,R}(g_1),T^1_{P,R+1}(g_1)), \\
s_1(T^1_{P,R}(g_2),T^1_{P,R+1}(g_2)), \\
\ddots \end{array} \right] \]

\[ s_1(x,y) = \begin{cases} 
1, & \text{if } x = y = 1 \\
2, & \text{if } x = y = 0 \\
0, & \text{else} 
\end{cases} \]  

NI-CLTP is a 3-valued codes (1,2,0) which is converted into two binary patterns. Using this method, \( 2 \times 2^p \) distinct values can be obtained for the NI-CLTP code. In order to reduce the computational cost, we use the uniform patterns [33] in this work. The uniform pattern is the number of bitwise transitions from 1 to 0 or vice versa and its uniformity measure is at most 2, other patterns are non-uniform. For instance, the patterns 00000000 and 11011111 are uniform, while 00100100 and 01010010 are non-uniform patterns. The uniform patterns produce 59 output labels for neighbors of 8 sampling points. Thus, the feature vector length of NI-CLTP is \( 2 \times 59 = 118 \).

3.2 Analysis

For a given center pixel, NI-CLTP code is computed by comparing its neighbors with the average gray level of its neighbors. Then NI-CLTP encodes the co-occurrence of 3-valued edges in eight directions. Finally, a 3-valued codes is converted into two binary patterns (NI - CLTP _1 and NI - CLTP _2 ). Fig. 2 takes a image from Corel-10000 database as an example to show the feature extraction process of NI-CLTP.

![Fig. 2. Feature vector generation for a given sample image based on NI-CLTP](image)

Fig. 3 shows the comparison between LBP and NI-CLTP on a \( 5 \times 5 \) sample image patch. Two average gray values of local neighbors in \( R = 1 \) and \( R + 1 = 2 \) along eight directions are 99.13 and 42.13. From Fig. 3, we can see that LBP does not match the visual patterns. In contrast, NI-CLTP outputs co-occurrence visual patterns. Therefore, NI-CLTP preserves more weak edge information than LBP.

3.3 Multi-scale Feature Extraction

Gabor transform (GT) has been widely used in texture analysis. Joint LBP and GT have been proven to be an effective method for face recognition [34]. The idea of GT has motivated us to propose Gabor co-occurrence local ternary patterns (GCLTP) for image retrieval. In GCLTP, we also consider neighbors intensity (NI) for a given center pixel. So the novel descriptor is named as NI-GCLTP. We choose Gabor filters in different scales and orientations to process images.
In this work, all filter parameters are set as the spatial implementation of Gabor transform [35]. A 2-D Gabor function can be defined as follows:

\[
f(x, y) = \frac{1}{2\pi \sigma_x \sigma_y} e^{- \frac{\sqrt{2} [x^2 / \sigma_x^2 + y^2 / \sigma_y^2]}{2}} e^{j 2\pi \omega x / \sigma}
\]  \hspace{1cm} (10)

where \( \sigma_x \) and \( \sigma_y \) represent the standard deviations of the Gaussian envelope, \( \omega \) represents the frequency of sinusoid.

The Gabor filters can be expressed in multiple orientations and scales as follows:

\[
f_{s,d}(x, y) = t^{-d} f(\tilde{x}, \tilde{y})
\]  \hspace{1cm} (11)

Where \( \tilde{x} = t^{-s} (x \cos \theta + y \sin \theta) \), \( \tilde{y} = t^{-s} (-x \sin \theta + y \cos \theta) \), \( s \in [0, 1, \ldots, S - 1] \) and \( d \in [0, \ldots, D - 1] \) represent the scale and orientation. \( S \) and \( D \) are the number of scales and orientations, respectively. \( \theta = d \pi / D \), \( t = (H / L)^{-1/S-1} \), \( H \) and \( L \) are the upper and lower bound of the frequency band, \( H = 0.49 \), \( L = 0.05 \). The variables in Eq. (10) and Eq. (11) are defined as follows:

\[
\omega_{s,d} = H - \sigma_{s,d} = \frac{(t + 1) \sqrt{2 \ln 2}}{2\pi t (t - 1) L}, \quad \sigma_{s,d} = \frac{1}{2\pi \tan(\frac{\pi}{2D}) \sqrt{\frac{H^2}{2\ln 2} - \left(\frac{1}{2\pi \sigma_{s,d}}\right)^2}}
\]

The response of the Gabor filter is given by the convolution of the Gabor window with a given image \( I \) as follows:

\[
F_{s,d}(x, y) = \sum_u \sum_v I(x-u, y-v) f_{s,d}(u, v)
\]  \hspace{1cm} (12)

In this work, we choose Gabor filters in three scales and four directions (0°, 45°, 90°, 135°) to process a given image. Fig. 4 shows the feature extraction process of NI-GCLTP for a filtered image.
Fig. 4. The feature extraction process of NI-GCLTP for a filtered image

For a given center pixel, the NI-GCLTP is calculated by using intensity distributions of its neighbors for a filtered image as follows:

\[
\tilde{F}_{P,R,t,m}(g_c) \bigg|_{P=8,R=1} = \left\{ \begin{array}{ll}
F_{P,R,t,d}(g_m)_{d=0} - t_i; & m = 1 \\
F_{P,R,t,d}(g_m)_{d=45} - t_i; & m = 2 \\
F_{P,R,t,d}(g_m)_{d=90} - t_i; & m = 3 \\
F_{P,R,t,d}(g_m)_{d=135} - t_i; & m = 4 \\
F_{P,R,t,d}(g_m)_{d=0} - t_i; & m = 5 \\
F_{P,R,t,d}(g_m)_{d=45} - t_i; & m = 6 \\
F_{P,R,t,d}(g_m)_{d=90} - t_i; & m = 7 \\
F_{P,R,t,d}(g_m)_{d=135} - t_i; & m = 8 
\end{array} \right. 
\]

(13)

where \( t_i = \frac{1}{8} \sum_{m=1}^{8} F_{P,R,t,d}(g_m) \). For a given center pixel, \( F_{P,R,t,d}(g_m) \) represents the GT response at its neighbors.
where \( t_z = \frac{1}{8} \sum_{m=1}^{P} F_{P,R+1,\ldots,1} (g_m) \). For a given center pixel, \( F_{P,R+1,\ldots,1} (g_m) \) represents the GT response at its neighbors.

After calculating the intensity distributions of the surrounding neighbors, we code them based on the indicator \( s(x) \) as follows:

\[
\begin{align*}
 f_{P,R,l,m}^1 (g_m) |_{l=1,2,\ldots,b} & = s(\tilde{F}_{P,R,l,m} (g_m)) \\
 f_{P,R+1,\ldots,1}^1 (g_m) |_{l=1,2,\ldots,b} & = s(\tilde{F}_{P,R+1,\ldots,1} (g_m))
\end{align*}
\]  

(15)

(16)

NI-GCLTP is defined as follows:

\[
\text{NI-GCLTP} = \left[ s_1(f_{P,R,l,1}^1(g_1)), f_{P,R,l,1}^1(g_1), \ldots, s_1(f_{P,R,l,1}^1(g_1)), f_{P,R,l,1}^1(g_1), \ldots, \right]
\]

(17)

Then NI-GCLTP is converted into two binary patterns for each scale as similar to the NI-CLTP. Finally, the histograms of NI-GCLTP are constructed for different scales (as shown in Fig. 4).

4 Proposed System Framework

In this work, we propose a novel image feature representation method, namely NI-CLTP, which represent color and texture features using the HSV color space. HSV color space is used, because it is suitable to mimic the visual system of human. In the HSV color space, H and S component histograms aim to extract global color image information. In order to extract reasonable information, we set H component as 18, 36 and 72 bins and S component as 10 and 20 bins. And V component is employed to extract texture feature because V component in HSV color space is very close to the gray level image conversion of the RGB image. NI-CLTP extracts the correlation of local neighborhood distributions for reference pixel in eight directions and preserves correlation among patterns, while conventional local patterns only extract relationships between the given center pixel and its surrounding neighbors. So NI-CLTP gets more information regarding to the correlation of pixels. Regarding the selection of the threshold, average gray values of local neighbors is more robust than gray value of the center pixel.

4.1 Proposed Image Retrieval System

In this paper, the flowchart of the proposed retrieval system framework can be seen in Fig. 5 and algorithm is represented as follows.

**Algorithm: Proposed retrieval system**

**Input:** Query image.

**Output:** Retrieval results.

**Step 1.** Submit query image and convert color space.

**Step 2.** Quantize the H component and the S component and construct the histograms for color feature.

**Step 3.** Process images by the Gabor filter and apply NI-GCLTP on the V component.

**Step 4.** Construct the histogram for NI-GCLTP in three scales and four directions.

**Step 5.** Construct the final feature vector by concatenating the histograms of Step 2 and Step 4.

**Step 6.** Compare the query image with database images using similarity distance metric.

**Step 7.** Sort the top images and output the best matches as final results.
4.2 Advantage of Proposed Scheme

(1) The proposed method considers the co-occurrence of local neighborhood distributions. However, conventional methods only simply consider the relationships between the center pixel and its neighborhoods using histogram and these methods only consider the relationship of the alone pattern. These methods do not consider any information regarding the co-occurrence of similar edges patterns in the image.

(2) As explained in Section 2.1, HSV color space is better than RGB color space and it has been proved by experiments. H and S components are used to extract global color information, and the combination of NI-CLTP and Gabor transform is applied to extract texture feature on V component.

4.3 Similarity Measure

Good feature representation and similarity measures are two crucial factors in CBIR which directly impact image retrieval precision. In this work, several common similarity measures have been used for the similarity match, including \( L_2 \) distance, \( L_1 \) distance, weighted \( L_1 \) distance and improved Canberra distance as mentioned in [36-38]. Let \( Y = [y_1, y_2, \ldots, y_n] \) be the feature vector of a query image and \( X = [x_1, x_2, \ldots, x_n] \) be the feature vector of each image in the database, their similarity measures can be represented as follows:

\[
L_2 \text{ distance: } D(X,Y) = \left( \sum_{i=1}^{n} (x_i - y_i)^2 \right)^{1/2}
\]

\[
L_1 \text{ distance: } D(X,Y) = \sum_{i=1}^{n} |x_i - y_i|
\]

\[
\text{weighted } L_1 \text{ distance: } D(X,Y) = \sum_{i=1}^{n} \frac{|x_i - y_i|}{1 + x_i + y_i}
\]

\[
\text{improved Canberra distance: } D(X,Y) = \sum_{i=1}^{n} \frac{|x_i - y_i|}{|x_i + u_x| + |y_i + u_y|}
\]
where \( u_i = \frac{\sum_{i=1}^{n} x_i}{n}, u_j = \frac{\sum_{i=1}^{n} y_i}{n} \). \( n \) is the length of feature vector.

5 Experimental Results and Analysis

In order to analyze the performance of proposed method for image retrieval, several experiments were conducted on three databases. The same preprocessing and color quantization (72 bins for H component, 20 bins for S component and the dimension of V component is the feature vector length of GLBP, GLCP, GCSLBP, GCLBP, GLTP and GLMP) for those selected methods have been made to fairly evaluate the performance of proposed method. The abbreviations of different methods have been given in Table 1.

### Table 1. Abbreviations of different methods

<table>
<thead>
<tr>
<th>Abbreviations</th>
<th>Different methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSV(72-20-708)GLBP</td>
<td>local binary pattern with Gabor transform using HSV color space</td>
</tr>
<tr>
<td>HSV(72-20-972)GLCP</td>
<td>local configuration pattern with Gabor transform using HSV color space</td>
</tr>
<tr>
<td>HSV(72-20-192)GCSLBP</td>
<td>center symmetric LBP with Gabor transform using HSV color space</td>
</tr>
<tr>
<td>HSV(72-20-1416)GCLBP</td>
<td>completed LBP(CLBP_S_M) with Gabor transform using HSV color space</td>
</tr>
<tr>
<td>HSV(72-20-1416)GLTP</td>
<td>local ternary patterns with Gabor transform using HSV color space</td>
</tr>
<tr>
<td>HSV(72-20-2124)GLMP</td>
<td>local mesh patterns with Gabor transform using HSV color space</td>
</tr>
</tbody>
</table>

5.1 Databases

In our experiments, we apply the Corel database which is commonly used in the field of image retrieval. All images of Corel databases come from the Corel Gallery Magic 200,000 (8CDs) database which contains various contents images. Three Corel databases are used which are shown in Fig. 6. The first database is the Corel-1000 database [39] which consists 1000 images of size 256×384 or 384×256 in JPG format and is divided into 10 different categories. The second database is Corel-5000 database which contains 5000 images in 50 categories. Size of images is either 192×128 or 128×192 in JPEG format. The third database is Corel-10000 database [40] which consists 10000 images in 100 categories.

![Corel databases](image)

(a) Corel-1000 database  (b) Corel-5000 database  (c) Corel-10000 database

**Fig. 6.** Some sample images of three Corel databases

5.2 Performance Evaluation Metrics

The precision and recall are used to validate the performance of algorithm in image retrieval [41]. Precision is calculated as the ratio between the number of relevant images retrieved \( S \) and the number of retrieved images \( N \). Recall is calculated as the ratio between the number of relevant images retrieved and the total number of relevant images \( T \) in the database.

\[
P = \frac{S}{N} \tag{22}
\]
5.3 Retrieval Performance

In experiments, all images in the database are selected as the query images. First, we demonstrate the performance of the proposed method under different quantization levels in HSV color space and confirm the final quantization levels of H and V components. Second, we demonstrate that the improved Canberra distance is more suitable for our retrieval system. Third, the performances of proposed method are compared with other image retrieval methods.

In HSV color space, different quantization levels of H, S and V components are used to evaluate the retrieval performance of proposed method. Table 2 displays the precisions and recalls of proposed method under different quantization levels of H and V components on Corel databases.

In the experiments, the H component is set to 18, 36 and 72 bins and the V component is set to 10 and 20 bins in HSV color space. According to the retrieval results, the proposed method has best values under H 72 and S 20 on Corel databases. However, when the quantization level of color is too high, the complexity of proposed method is increased and the retrieval precision of proposed method may be decreased. Thus, we choose the vector dimension of H component as 72 and S component as 20 in HSV color space to characterize color feature.

Table 2. Precision (the number of retrieved image is 10) and recall (the number of retrieved image is 50) of the proposed method with different quantization schemes for different databases based on HSV color space. The bold values indicate the best results

<table>
<thead>
<tr>
<th>Quantization level</th>
<th>Corel-1000</th>
<th></th>
<th></th>
<th>Corel-1000</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision (%)</td>
<td>Recall (%)</td>
<td>Precision (%)</td>
<td>Recall (%)</td>
<td>Precision (%)</td>
<td>Recall (%)</td>
</tr>
<tr>
<td>HSV(18_10_1416)</td>
<td>75.95</td>
<td>29.43</td>
<td>34.39</td>
<td>8.67</td>
<td>54.86</td>
<td>16.12</td>
</tr>
<tr>
<td>HSV(18_20_1416)</td>
<td>76.54</td>
<td>29.88</td>
<td>34.95</td>
<td>8.97</td>
<td>55.21</td>
<td>16.33</td>
</tr>
<tr>
<td>HSV(36_10_1416)</td>
<td>76.91</td>
<td>30.06</td>
<td>35.76</td>
<td>9.14</td>
<td>55.59</td>
<td>16.49</td>
</tr>
<tr>
<td>HSV(36_20_1416)</td>
<td>77.54</td>
<td>30.45</td>
<td>36.45</td>
<td>9.40</td>
<td>55.99</td>
<td>16.71</td>
</tr>
<tr>
<td>HSV(72_10_1416)</td>
<td>78.01</td>
<td>30.67</td>
<td>36.88</td>
<td>9.58</td>
<td>56.10</td>
<td>16.84</td>
</tr>
<tr>
<td>HSV(72_20_1416)</td>
<td><strong>78.43</strong></td>
<td><strong>31.05</strong></td>
<td><strong>37.54</strong></td>
<td><strong>9.83</strong></td>
<td><strong>56.49</strong></td>
<td><strong>17.04</strong></td>
</tr>
</tbody>
</table>

Four different measures (L₁ distance, L₂ distance, weighted L₁ distance and improved Canberra distance) have been used for measuring the similarity between query image and images in the database. Precision and recall of proposed method with four similarity measures have been shown in Table 3. The number of retrieved image is set from 10 to 30. Experimental results show that the improved Canberra distance is giving better results than other similarity measures. L₂ distance is not always the best metric, because it puts more emphasis on features that are greatly dissimilar. L₁ distance and weighted L₁ distance are also two common similarity measures. However, they are not suitable for proposed retrieval system although they are good similarity measures. As shown in Eq. (21), when the weight parameter is taken into account and uᵣ, uₛ are used as smoothing factors [37, 42], the performance of proposed method is increased. So we adopt improved Canberra distance as similarity measure between images for proposed retrieval system.

Table 3. The retrieval precision and recall of the proposed method with different distance measures for Corel-1000 database

<table>
<thead>
<tr>
<th>Distance measure</th>
<th>Corel-1000</th>
<th></th>
<th></th>
<th>Corel-1000</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision (%)</td>
<td>Recall (%)</td>
<td>Precision (%)</td>
<td>Recall (%)</td>
<td>Precision (%)</td>
<td>Recall (%)</td>
</tr>
<tr>
<td>L₁ distance</td>
<td>77.73</td>
<td>74.39</td>
<td>71.94</td>
<td>69.64</td>
<td>67.64</td>
<td>7.77</td>
</tr>
<tr>
<td>L₂ distance</td>
<td>74.24</td>
<td>70.79</td>
<td>68.28</td>
<td>66.39</td>
<td>64.54</td>
<td>7.42</td>
</tr>
<tr>
<td>weighted L₁ distance</td>
<td>78.24</td>
<td>74.78</td>
<td>72.51</td>
<td>70.35</td>
<td>68.47</td>
<td>7.82</td>
</tr>
<tr>
<td>improved Canberra distance</td>
<td><strong>78.43</strong></td>
<td><strong>75.33</strong></td>
<td><strong>72.75</strong></td>
<td><strong>70.52</strong></td>
<td><strong>68.56</strong></td>
<td><strong>7.84</strong></td>
</tr>
</tbody>
</table>
Fig. 7 plots the precision-recall curves of different methods on Corel-1K database. It can be seen that the precision of the proposed method is 78.43% on Corel-1000 image database which is much better than other methods. The precisions of HSV (72-20-708) GLBP, HSV (72-20-972) GLCP, HSV (72-20-192) GCSLBP, HSV (72-20-1416) GCLBP, HSV (72-20-1416) GLTP and HSV (72-20-2124) GLMP are only 72.97%, 70.03%, 71.37%, 74.39%, 75.14% and 71.19%. We compare proposed method with other methods for each category on Corel-1000 image database to evaluate the robust performance of proposed method for image category, the number of retrieved images is set to 20. Table 4 shows the precision and recall of the proposed method for individual category on Corel-1000 database. According to Table 4 (HSV (72-20-708) GLBP, HSV(72-20-972)GLCP, HSV (72-20-192) GCSLBP, HSV (72-20-1416)GCLBP, HSV (72-20-1416) GLTP and HSV (72-20-2124) GLMP are abbreviated to GLBP, GLCP, GCSLBP, GCLBP, GLTP and GLMP), we can see that the precision and recall of the proposed method are significantly higher than other descriptors in most categories. The precision and recall of the proposed method are lower than other methods on African, dinosaur and food categories. The precision and recall of GLTP are higher than the proposed method in flower category. And the precision and recall of the proposed method are higher than GLTP, but the performance of the proposed method is lower than other methods in horse categories. Comparing with other methods, the proposed method is more robust in most categories.

Fig. 7. The performance comparison of proposed method with other methods in terms of precision and recall on Corel-1000 database

Table 4. The individual category retrieval results of proposed method and other methods on Corel-1000 database

<table>
<thead>
<tr>
<th>Category</th>
<th>Performance (%)</th>
<th>GLBP</th>
<th>GLCP</th>
<th>GCSLBP</th>
<th>GCLBP</th>
<th>GLTP</th>
<th>GLMP</th>
<th>PM</th>
</tr>
</thead>
<tbody>
<tr>
<td>African</td>
<td>Precision</td>
<td>72.90</td>
<td>69.50</td>
<td>70.35</td>
<td>72.05</td>
<td>68.55</td>
<td>70.50</td>
<td>68.15</td>
</tr>
<tr>
<td>Beach</td>
<td>Precision</td>
<td>37.50</td>
<td>32.85</td>
<td>33.35</td>
<td>38.15</td>
<td>42.15</td>
<td>34.75</td>
<td>54.15</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>7.50</td>
<td>6.57</td>
<td>6.67</td>
<td>7.63</td>
<td>8.43</td>
<td>6.95</td>
<td>10.83</td>
</tr>
<tr>
<td>Building</td>
<td>Precision</td>
<td>56.75</td>
<td>54.75</td>
<td>55.55</td>
<td>55.85</td>
<td>53.25</td>
<td>55.45</td>
<td>60.95</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>11.35</td>
<td>10.95</td>
<td>11.11</td>
<td>11.17</td>
<td>10.65</td>
<td>11.09</td>
<td>12.19</td>
</tr>
<tr>
<td>Bus</td>
<td>Precision</td>
<td>82.35</td>
<td>74.10</td>
<td>76.05</td>
<td>85.65</td>
<td>90.80</td>
<td>79.60</td>
<td>94.35</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>16.47</td>
<td>14.82</td>
<td>15.21</td>
<td>17.13</td>
<td>18.16</td>
<td>15.92</td>
<td>18.87</td>
</tr>
<tr>
<td>Dinosaur</td>
<td>Precision</td>
<td>98.75</td>
<td>98.35</td>
<td>98.65</td>
<td>98.75</td>
<td>98.80</td>
<td>98.10</td>
<td>97.55</td>
</tr>
<tr>
<td>Elephant</td>
<td>Precision</td>
<td>46.55</td>
<td>44.10</td>
<td>44.75</td>
<td>48.95</td>
<td>49.85</td>
<td>45.60</td>
<td>64.50</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>9.31</td>
<td>8.82</td>
<td>8.95</td>
<td>9.79</td>
<td>9.97</td>
<td>9.12</td>
<td>12.90</td>
</tr>
<tr>
<td>Flower</td>
<td>Precision</td>
<td>72.85</td>
<td>68.95</td>
<td>78.35</td>
<td>78.70</td>
<td>92.25</td>
<td>68.55</td>
<td>89.25</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>14.57</td>
<td>13.79</td>
<td>15.67</td>
<td>15.74</td>
<td>18.45</td>
<td>13.71</td>
<td>17.85</td>
</tr>
<tr>
<td>Horse</td>
<td>Precision</td>
<td>91.65</td>
<td>91.50</td>
<td>90.90</td>
<td>90.65</td>
<td>83.70</td>
<td>91.10</td>
<td>85.70</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>18.33</td>
<td>18.30</td>
<td>18.18</td>
<td>18.13</td>
<td>16.74</td>
<td>18.22</td>
<td>17.14</td>
</tr>
<tr>
<td>Mountain</td>
<td>Precision</td>
<td>46.10</td>
<td>40.80</td>
<td>41.00</td>
<td>48.05</td>
<td>42.45</td>
<td>44.95</td>
<td>48.50</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>9.22</td>
<td>8.16</td>
<td>8.20</td>
<td>9.61</td>
<td>8.49</td>
<td>8.99</td>
<td>9.70</td>
</tr>
<tr>
<td>Food</td>
<td>Precision</td>
<td>67.80</td>
<td>66.30</td>
<td>67.70</td>
<td>68.95</td>
<td>70.35</td>
<td>65.40</td>
<td>64.35</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>13.56</td>
<td>13.26</td>
<td>13.54</td>
<td>13.79</td>
<td>14.07</td>
<td>13.08</td>
<td>12.87</td>
</tr>
</tbody>
</table>
On Corel-5000 image database, the precision-recall curves are illustrated in Fig. 8(a). It can be seen that the precision of the proposed method can reach 37.54%, and the precision of the proposed method is higher than other methods. Fig. 8(b) and Fig. 8(c) illustrate the individual category precision and recall of proposed method and other methods on Corel-5000 image database. We set the number of retrieved image to 10 when computing the precision and set the number of retrieved image to 50 when computing the recall. From Fig. 8(b) and Fig. 8(c), it is clear that the precision and recall of the proposed method outperform other methods in most categories on Corel-5000 image database.

Fig. 8. The retrieval performance comparison in Corel-5000 image database
On Corel-10000 image database, Fig. 9(a) plots the precision and recall curves. Fig. 9(a) shows that the proposed method outperforms other methods. The precision of the proposed method is 56.50%, and precisions of other methods is less than 50%. Fig. 9(b) and Fig. 9(c) illustrate the individual category precision and recall of different methods on Corel-10000 image database. We set the number of retrieved image to 10 when computing the precision and set the number of retrieved image to 50 when computing the recall. From Fig. 9(b) and Fig. 9(c), it is clear that the precision and recall of the proposed method outperforms other methods in most categories on Corel-10000 image database.

Fig. 9. The retrieval performance comparison in Corel-10000 image database
Fig. 10 shows two examples of the image retrieval on Corel-10000 database by using the proposed method. In Fig. 10(a), the query image (No. 5178) is a stamp and the top 20 retrieved images using proposed method have very similar texture and color features to the query image. In Fig. 10(b), the query image (No. 3768) is a car, all the top 20 retrieved images are correct. These examples validate that the proposed method shows good discrimination power.

![Image of retrieved images](a) (b)

**Fig. 10.** The image retrieval results (stamps and cars) of proposed method on Corel-10000 database
(The top-left image is the query image)

### 5.4 Comparison with Other Existing Methods

We compare our method with other existing methods in terms of precision and recall on Corel-1000 database. In this experiment, we set the number of retrieved images to 20. As shown in Table 5, we can see that the proposed method is better than other methods.

<table>
<thead>
<tr>
<th>Database</th>
<th>Performance (%)</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td></td>
</tr>
<tr>
<td>Corel-1000</td>
<td>LBP [19]</td>
<td>61.80</td>
</tr>
<tr>
<td></td>
<td>Method [43]</td>
<td>58.20</td>
</tr>
<tr>
<td></td>
<td>Method [44]</td>
<td>72.51</td>
</tr>
<tr>
<td></td>
<td>Method [45]</td>
<td>57.85</td>
</tr>
<tr>
<td></td>
<td>Proposed method</td>
<td>72.75</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>12.36</td>
</tr>
<tr>
<td></td>
<td>LBP [19]</td>
<td>11.64</td>
</tr>
<tr>
<td></td>
<td>Method [43]</td>
<td>14.50</td>
</tr>
<tr>
<td></td>
<td>Method [44]</td>
<td>11.57</td>
</tr>
<tr>
<td></td>
<td>Method [45]</td>
<td>14.55</td>
</tr>
<tr>
<td></td>
<td>Proposed method</td>
<td></td>
</tr>
</tbody>
</table>

For testing of the proposed method, we compare our method with LBP and CNN. Table 6 lists the precision and recall of different methods on Corel-5000 database. The number of the retrieved images are set from 10 to 50 in this experiment. It can be seen that the proposed method is better than LBP and CNN.

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP [19]</td>
<td>23.70</td>
<td>16.91</td>
</tr>
<tr>
<td>CNN [45]</td>
<td>33.18</td>
<td>26.34</td>
</tr>
<tr>
<td>Proposed method</td>
<td>37.54</td>
<td>28.60</td>
</tr>
</tbody>
</table>

We also compare our method with other existing methods in terms of precision and recall on Corel-10000 database. The number of the retrieved images is 12. According to Table 7, the precision and recall of proposed method outperform other methods.
Table 7. Comparison of different image retrieval methods with 12 returns on Corel-10000 database

<table>
<thead>
<tr>
<th>Database</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corel-10000</td>
<td>35.84</td>
<td>4.30</td>
</tr>
<tr>
<td></td>
<td>45.24</td>
<td>5.43</td>
</tr>
<tr>
<td></td>
<td>47.25</td>
<td>5.67</td>
</tr>
<tr>
<td></td>
<td>46.67</td>
<td>5.60</td>
</tr>
<tr>
<td>Proposed method</td>
<td>53.81</td>
<td>6.46</td>
</tr>
</tbody>
</table>

5.5 Discussion

LBP is invariant to monotonic intensity changes. Hence, it is robust to illumination and contrast variations. However, it is sensitive to noise and small pixel value fluctuations. LTP is more resistant to noise than LBP, but the selection of additional threshold values is not so simple. CLBP aims to preserve additional distinguishing information by using the sign descriptor, the central pixel descriptor and magnitude descriptor. However, the quantization of neighbor pixels into binary format is coarse via global threshold. CS-LBP is a modified version of the LBP feature which compared center-symmetric pairs of pixels, but it only performs well in interest region description. LCP considers the microscopic configuration and local structure information which consist of microscopic configuration modeling and LBP. Although LCP is invariant to illumination and image rotation, it is not appropriate for texture image retrieval. LMP encodes the relationship among the surrounding neighbors. Although it has good performance in biomedical image retrieval application, it has certain limitation in natural image retrieval.

LBP and LBP-like methods show impressive performance on texture analysis. However, they still have limitations. These methods disregard the co-occurrences between patterns in images. NI-CLTP is proposed to solve this problem and it considers the co-occurrence of similar ternary edges among the surrounding neighbors for a given center pixel in an image. With this method, the selection of threshold is more robust than the central pixel and the advantages of ternary pattern (the coding pattern of ternary pattern is used) and co-occurrence can be integrated. Experimental results demonstrate that the proposed method has better performance than LBP-like methods in CBIR.

5.6 Feature Vector Length

Table 8 shows the feature vector dimension of various methods. As demonstrated in Table 8, the feature vector length of proposed method is greater than $HSV(72-20-708)GLBPu2_8_1$, $HSV(72-20-972)GLCPu2_8_1$ and $HSV(72-20-192)GCSLBPu2_8_1$, but its performance is far better than other existing methods on different databases. Fortunately, a feature size of 1508 is not a big problem for implementation. In the future work, we will reduce the feature vector dimension of proposed method and keep good retrieval precision.

Table 8. Feature vector length of various methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Feature vector length</th>
</tr>
</thead>
<tbody>
<tr>
<td>$HSV(72-20-708)GLBPu2_8_1$</td>
<td>$72+20+12\times59=800$</td>
</tr>
<tr>
<td>$HSV(72-20-972)GLCPu2_8_1$</td>
<td>$72+20+12\times81=1064$</td>
</tr>
<tr>
<td>$HSV(72-20-192)GCSLBPu2_8_1$</td>
<td>$72+20+12\times16=284$</td>
</tr>
<tr>
<td>$HSV(72-20-1416)GCLBPu2_8_1$</td>
<td>$72+20+12\times2\times59=1508$</td>
</tr>
<tr>
<td>$HSV(72-20-1416)GLTPu2_8_1$</td>
<td>$72+20+12\times2\times59=1508$</td>
</tr>
<tr>
<td>$HSV(72-20-2124)GLMPu2_8_1$</td>
<td>$72+20+12\times3\times59=2216$</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>$72+20+12\times2\times59=1508$</td>
</tr>
</tbody>
</table>

6 Conclusion

This paper proposes a novel image retrieval algorithm, namely co-occurrence local ternary patterns (CLTP) using the HSV color space. The CLTP considers neighbors intensity (NI) for a given center pixel and consequently a new operator, namely NI-CLTP, is defined. NI-CLTP encodes the intensity-based co-occurrence of local ternary edges among the surrounding neighbors for a given center pixel in eight
Intensity-based Co-occurrence Local Ternary Patterns for Image Retrieval

directions, which is different from the some existing LBP-like methods. Color feature is extracted using H and S component in HSV color space. V component is used to apply the combination of NI-CLTP and Gabor transform. The combined feature vector is applied to extract color and texture features. Extensive experimental results show that the performance of proposed method in terms of precision and recall outperform other methods on benchmark image databases.

In this paper, although the proposed image retrieval algorithm has superior performance by combining color and texture, the feature vector dimension of proposed method needs to be reduced. In the future, we plan to reduce the complexity of proposed method. Besides, the weights of color and texture are same in this paper, the bad features will affect the performance of image retrieval after combining bad and good features directly. Therefore, the weight distribution of multi-feature fusion also needs to be further studied.
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