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Abstract. In this paper, we proposed an estimation method of the ranges of HRV feature values 

based on improved decision tree, which used to describe stress. This method extracted HRV 

features from short-time (2min) ECG signals that obtained from stress-stimulate experiments. 

Then, multiple decision trees were summarized as a tree with universal recognition performance 

by utilizing the white-box classification characteristic of the decision tree. Finally, the ranges of 

the HRV features were extracted from the tree. The method proposed in this paper can display 

the ranges of the HRV features and had been experimented with 250 ECG signals collected from 

114 subjects. The results show, two different states of relaxation and high-stress can be 

recognized by utilizing the ranges of the HRV features, and the recognition accuracy rate was 

86.7%, not less than the traditional classification models. Moreover, the recognition process is 

simple and the practical application value is high. 
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1 Introduction 

People had paid attention to emotion recognition for a long period of time, and related research work in 

psychology has becoming a leading role. In recent years, rapid working rhythm and high life stress have 

taken a great effort on people’s emotions. Sometimes it is difficult to maintain a relatively stable mood 

especially when in driving cars, working, traveling and doing other boring activities. Therefore, there is a 

need for self-emotion adjustment and mental health surveillance on the base of monitoring emotion 

changes. With the achievement of manufacturing portable and wearable embedded ECG acquisition 

device, ECG signal can be acquired convenient. As a consequence, HRV (Heart Rate Variability, the 

subtle changes between the successive heartbeats) can be easily gotten. HRV analysis were proved be 

associated with emotional stress [1-2]. Over the past decade, most studies had used HRV features by the 

help of traditional machine learning algorithms to construct emotion classification model. These studies 

were usually composed of three parts: signal acquisition and prepossessing, feature extraction and 

classification [3-7]. In processing part, R point of ECG were identified firstly, and then the duration of 

each R-R interval was accurately calculated in ms and HRV curve were drawn by these duration [8-12]. 

In feature extracting part, features were extracted from in time and frequent domain by the curve. The 

features were originally used to assess cardiac status in clinical diagnosis [13]. In building classification 

mode part, research works were trying on Probabilistic Neural Network (PNN) [3], k Nearest Neighbor 

(KNN) [3], Linear Discriminant Analysis (LDA) [4], Logistic Regression (LR) [4], Support Vector 

Machine (SVM) [7], Naive Bayesian Model (NBM) [7] and so on.  

In previous studies, the affecting elicitation mainly included playing the movie clips and pictures, 

completing the mental arithmetic tasks, color vocabulary testing and playing video games [14-17]. 

However, due to the induction of stress was related to personal experience and individual differences, the 

evaluation of the emotion labels will be more subjective under variety of elicitation modes (I.e. calm state, 

stressful state, etc.). There need more objective strategy or method in emotion induction.  

And, in the studies of emotion recognition, most of them used the black box training model, and the 

researchers do not understand the quantitative expression of the features and the relationship between 
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emotions and features. In clinical diagnosis, the HRV feature values obtained from 24 hour ECG data in 

expressing the degree of heart disease [19]. This gives us a guidance to express HRV features in value 

range by short-time ECG. 

From the above analysis, a quantitative description of stress emotion based on HRV features was 

proposed in this paper. Firstly, a modified game, name “Rhythm Master”, was used to stimulate the 

subject’s stress. We record the detailed game parameters, and game result to label subject’s emotion state, 

calm and stressful. In order to label the subject’s emotion more accurate, their facial expressions were 

recorded with the camera during the game and the questionnaires were asked immediately after game, 

these are introduced to label emotion auxiliary. The ECG signals of subjects were recorded through the 

procedure. Secondly, each HRV feature was calculated and considered as input to classification model. In 

this part, a modified decision tree establishing strategy was used. Finally, the quantitative expressions of 

each feature were gotten, and expressed in rule. The estimation process of the range of HRV features was 

as shown in Fig. 1. 
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Fig. 1. Estimation process of the range of HRV features based on stress emotion 

The rest of this paper was arranged as follow. The stress-stimulating method and the extraction of HRV 

features were described in the second section. The improvement strategy of the decision tree for 

classification was described in the third section. The fourth part introduced the quantitative estimation 

method of the HRV features. The fifth part was experimental design and results analysis. Finally, the 

sixth part was summary and outlook. 

2 Stress-Stimulated Methods and HRV Parameters 

2.1 Stress-Stimulated Method Based on the Rhythm Master Game  

This article used the popular “Rhythm Master” game to stimulate the emotions. For better labeling the 

emotion mark, some modifications had been done on the game. We record every click during the game, 

the gap time between clicks were recorded, so does the faults click and missing click. These parameters 

along with the difficulty level of music, speed of beat, ratio of rhythm change, and the original score 

system of the game. By setting the difficulty level of the game to stimulate the subjects generated stresses, 

the facial expressions of the subjects and stress questionnaire at the end of game were assist in evaluating 

the stress states, at the same time, the subjects’ ECG signals were recorded. 
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2.2 HRV Parameters 

It had been proved by bio-engineering that the motion of the heart was pseudo-periodic, and had a 

deterministic chaotic dynamics [18]. From the physiological point of view, HRV was thought to be 

related to the dynamic changes of tension of vagus nerve and sympathetic nerve. So, HRV was used to 

assess emotions, but there was no quantified reference ranges similar to that of clinical diagnosis. 

The parameters of HRV were extracted from different aspects, such as time domain, frequency domain 

and nonlinear domain. From the detection point of view, the PP intervals should be used to calculate 

HRV parameters. However, the detection of P wave was difficult. From clinical study, PP interval is 

same as RR interval, so PP interval was substituted by RR interval as shown in Fig. 2. 

              

Fig. 2. Schematic diagram of the ECG waveform position that can obtain HRV data 

Research work of the paper was depended on 5-minute HRV parameters in clinical diagnosis [20], 

including some time domain parameters, such as SDNN for assessing the overall change in heart rate 

variability, RMSSD is for reflecting the rapidly changing component of heart rate, the NN50 is for 

measuring the tension of vagus, PNN50 is responding to the vagus activity sensitively. According to 

HRV as shown in Fig. 3, some parameters in frequency domain were calculated, most of work was done 

through Fourier transform to obtain the power spectral density distribution curve of HRV curve. The 

obtained parameters included low frequency (LF) that reflects the sympathetic nerve activity, high 

frequency (HF) that reflects vagal activity and LF/HF that reflects the balance of both sympathetic and 

vagal nerve tension, as shown in Fig. 4. In addition, the HRV nonlinear analysis was also valuable, such 

as the vector angle index (VAI) in Poincare plot, and the Poincare plot of an individual in different states 

(calm, high-stress) is shown in Fig. 5. 
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Fig. 3. HRV curve 
Fig. 4. HRV power spectral density based 

on the Lomb-Scargle method 
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Fig. 5. Scatter diagram of nonlinear components of HRV 

In this paper, the emotional classification system was built based on the above features. The formulas 

and annotations these HRV features were as shown in Table 1. 

Table 1. The HRV features used in this article 

Feature Unit Formula or annotation 
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PNN50 % The percentage of interval differences of successive RR intervals more than 50ms 
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3 Estimation Strategy of HRV Features value Based on Decision Tree 

Decision tree is a basic classification and regression method. From its result, classification was expressed 

in rules, and each rule was composed by a sequence judgment. The judgment was done on exact range of 

parameters. This was met with our consideration on parameter value range partition. 

After observing the HRV parameters in previous early experiments, we found that the values of the 

most parameters in high pressure samples were relative smaller than that of in relaxation sample. And the 

values of all HRV parameters were continuous. Classical C4.5 can be selected, except it’s binary tree 

structure. In the study, we needed to divide the space into three parts when determined the range of each 

HRV features. The three parts were [∞, low value], [low value, high value] and [high value, ∞]. So the 

C4.5 algorithm was modified to fit that. Following was the description of three procedures in our 

proposed classification under tree manipulation. 

3.1 The Construction of Decision Trees 

The core of C4.5 algorithm was using the information gain ratio at each node of the trees to select the 

attribute, and constructed the decision trees recursively. 

In this paper, the HRV features and the training sets represented by pressure labels are expressed as: 

 

( ) ( ) ( )},,,,,,{
2211 NN

yxyxyxD �=

 (1) 

D is training set, xi = (xi
(1), xi

(2), ..., xi
(n))T

∈ χ ⊆ Rn,, is HRV features matrix, n is the number of feature, 

yi∈γ = {c1, c2, ..., cm} is the category, in the paper, m = 2, where c1 = 0 represents the relaxed state, c2 = 1 
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represents the stressful state, N is the number of sample. Assuming that the attribute set of D is A = {A1, 

A2, A3, ..., An}, then the procedure of the tree model T was shown as follows: 

(1) Find high and low threshold values. For each attribute Ai in A, the value of the training set D on this 

attribute was sorted in ascending order. Then, searching for the first sample which category was different 

from the category of the minimum value, this attribute value of this sample was defined as a low 

threshold (li, i = 1, 2, ..., n) for division, the values of the training set on one attribute that less than the 

low threshold were recorded (l_samplei, i = 1, 2, ..., n). Similarly, for each attribute Ai in A, the value of 

the training set D on this attribute was sorted in descending order. Then, searching for first sample from 

the maximum which category was different from the category of the maximum value, the attribute value 

of this sample was defined as a high threshold (hi, i = 1, 2, ..., n) for division, the values of the training set 

on one attribute that greater than the high threshold were recorded (h_samplei, i = 1, 2, ..., n). If li>hi, set 

(li+hi)/2, as the only threshold of the attribute. 

(2) Used the high and low thresholds to segment data set, and found the maximum information gain 

ratio of the attributes. For each attribute Ai (i = 1, 2, ..., n) in the A, the data set was divided into a number 

of nonempty subsets Di (2≤i≤3) according to the corresponding low threshold li and high threshold hi. 

Then, information gain ratio of Di (2≤i≤3) to D was calculated, and selected the attribute with largest gain 

ratio. 

3.2 Selection of Decision Trees 

Assume tree set was sign as F. N samples were divided into d groups on average randomly, the number 

of sample of each group was N/d. Each group was divided into training set and test set by the ratio of x':y'. 

After tree construction, p was defined as minimum accuracy rate. If the recognition accuracy of T was 

greater than or equal to p(0≤p≤1), added T to F. In each group k trees were constructed. Finally, k' 

eligible trees {T1, T2, T3, ..., Tk'} were gotten. 

3.3 Merging of the Decision Trees 

Use the following strategy to merge the trees selected in Section 3.2. The specific process is shown in Fig. 

7. 

Counted the features of the k' classification trees and the occurrence number of the features by layer

Sorted the occurrence number of  the features in each layer  in descending order

Obtain the attribute ordering A1', A2', ... An'  according to the layer order, and set i = 1 

For each Ai', selected the attribute record of Ai' from the attribute records of all layers of the k' classification trees

For each feature Ai', sorted the l_samplei  in descending order, get the maximum value l_samplei' corresponds to li', and recorded

For each feature Ai', sorted the h_samplei in descending order, get the maximum value h_samplei' corresponds to hi', and recorded

The feature Ai' was used as the root node of the tree or subtree, the data set less than li' (or greater than hi') marked as leaf node

i=i+1

i>n

Start
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N

 

Fig. 7. Merging of the decision trees 
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(1) To each tree of F, attribute name and occurrence time in each layer were recorded and counted. 

(2) For each layer of the decision trees, sorted the number of occurrences of each attribute in 

descending order, and get the corresponding attribute ordering. If the attributes used in different layers 

were duplicated, sorted by the number of occurrences at the highest layer, that is, each attribute was only 

sorted once. Finally, according to the sequence, a total attribute ordering was obtained (A1', A2', .., .An'). 

(3) For each Ai' (i = 1, 2, ..., n), the attribute record of Ai' was selected from the attribute records of all 

the layers of the k 'classification trees, denoted as set B. Then, in the set B, the l_samplei was sorted in 

descending order to get l_samplei' = max{l_sample1', l_sample2', ...}, and the h_samplei was sorted in 

ascending order to get h_samplei' = max{h_sample1', h_sample2', ...}. 

(4) A new tree was constructed based on the information obtained from steps (2) and (3), the attributes 

selection and the thresholds selection were also done. First, selected an attribute as the root node of the 

tree or subtree at a time, the attribute selection followed the result in step (2). Then, low threshold was li', 

corresponding to l_samplei', high threshold was hi', corresponding to h_samplei'. Finally, recorded the 

information of each node (Ai', li', hi'). 

(5) For leaf nodes less than li', the results were marked as c2 = 1, for leaf nodes larger than hi', the 

results were marked as c1 = 0. For samples fell within low threshold and high threshold intervals, transfer 

steps 3) to 5) recursively to construct the sub-tree until all attributes were used or each HRV feature 

vector was classified accurately. 

(6) The newly constructed tree model was used to predict the input M HRV eigenvectors, and get the 

recognition accuracy p'. 

3.4 Estimation of the Range of HRV Features 

The ranges of HRV features were estimated according to the optimal tree T'' obtained from the above 

steps, the relaxation range of attribute Ai' was [0,li'], and the high-stress range was (hi',+∞). (i = 1, 2, ..., n) 

This study could identify two different states of relaxation and high stress directly through the range of 

the HRV features in the tree. 

4 Experiment and Result Analysis 

4.1 The Collection of Experimental Data 

In this paper, ECG signal was used which obtained by laboratory self-developed device. The ECG 

device’ sample rate is 250Hz, and it collects one lead (V5) ECG signal. Data collection was carried out in 

a quiet, enclosed room. Some personal information was record before experiment. 

In the experiment, the data collection process of each group was divided into two stages, two minutes 

resting and game playing, the two stages were label as relaxation and high-stress, as shown in Fig. 8. 

Relaxation

Two minutes 

relaxation

Length of the song

High-stress

Rhythm master

Highly difficult

 

Fig. 8. Experimental procedure 

In the experiment, the Android mobile game — rhythm master (self-designed) was used as high-stress 

stimulation. The interfaces for the different operations of the game were as shown in Fig. 9. Speed dream 

sung by Dangel, five-keys simple mode was selected, other parameter were 3 times speed, level 5 (level 

from 1 to 5 represents the level from low to high). The data of the relaxed state was obtained while the 

subject was in resting status. The subject’s face images were also recorded by from camera in the 

experiment. At the end of the experiment, the subjects were asked to fill in a self-stress assessment report 

to assess labeling his/her stress state.  
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Fig. 9. The rhythm master game of Mobile version 

114 (male 83, female 31) healthy students (aged from 18 to 25) were selected in the experiment. Each 

subject will provide one or two group experiment data. Each group contains two minutes relaxation data 

and three minutes high-stress data. In the end, 205 groups of data were gotten. 

4.2 Experiment Procedure  

From experiment data, 105 two-minutes relax data and 100 three minutes high-stress data were randomly 

selected. Before experimenting, all data were truncated first two minutes preprocessing as experiment 

data. In the experiment procedure, firstly, HRV features were extracted from the 205 data as processed 

data. Secondly, the 205 data were divided into three parts by almost average, each part contained 68 or 

69 data. Thirdly, in each part, training and test data ratio was set to 8:2, and selected k∈[10,200]，kd = 

5，p∈[0.80,1.00]，pd = 0.01, the optimal parameters in each group were determined k = 25，p = 0.90, 

that is 25 decision tree models need to be constructed in each group, and selected the tree models which 

recognition accuracy rate greater than 90%. Finally, 52 tree models were selected from the three part, and 

a new tree was managed according to the proposed algorithm in section 3.3. The process is shown in Fig. 

10. 

Divided the 205 data (relax 105, high-stress 100) into three groups on average

Start

End

Constructed a new tree according to the 52 eligible tree models which selected 

from the three groups

Divided the data in each group based on  x ': y' = 8: 2

Selected k∈[10,200]，kd=5，p∈[0.80,1.00]，pd=0.01

Determined the optimal parameters   according to Max(A(i,j))，k=25，p=0.01

Extracted the range of HRV features  from the new tree

 

Fig. 10. Experimental procedure 
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4.3 Results and Analysis of the Experiment 

From the merged tree, rules were gotten as shown in Table 2 and Table 3: 

Table 2. The rules in relax state 

No. LF/HF LF SDNN HF VAI PNN50 RMSSD NN50 State 

1 
(0,  

2.830) 
       

2 
(0,  

0.0358) 
      

3 
(0,  

0.0336) 
     

4 
(0,  

0.01038) 
    

5 
(0,  

0.46297) 
   

6 
(0,  

0.60241)
  

7 
(0,  

0.01646) 
 

8 

[2.830, 

4.4705] [0.0358,

0.0870] [0.0336, 

0.03559] [0.01038, 

0.01328] [0.46297,

0.68994] [0.60241,

0.63694] [0.01646, 

0.02210] 
(0, 3.0)

Relax

Table 3. The rules in stress state 

No. LF/HF LF SDNN HF VAI PNN50 RMSSD NN50 State

1 
(4.4705, 

+∞) 
       

2 
(0.0870, 

+∞) 
      

3 
(0.03560, 

+∞) 
     

4 
(0.01038, 

+∞) 
    

5 
(0.68994, 

+∞) 
   

6 
(0.63694,

+∞) 
  

7 
(0.02210, 

+∞) 
 

8 

[2.8299, 

4.4705] [0.03583, 

0.0870] [0.03356, 

0.03560] [0.01038, 

0.01328] [0.46297, 

0.68994] [0.60241,

0.63694] [0.01646, 

0.02210] 
[3,+∞)

Stress 

 

From the above rules, the ranges of the HRV features in two different states (relaxation and high-stress) 

were obtained, and the ranges were used to predict the states of 45 data (23 relaxation and 22 high-stress), 

the recognition accuracy rate was 86.7%. 

Quickly and easily detect the psychological stress is of great significance for improving people’s 

physical and mental health and the quality of life. This paper presented a complete set of stress 

quantification methods based on HRV features. The decision tree was used in this paper to determine the 

ranges of HRV features due to the model ultimately needed to be expressed by quantified rules and 

should has the advantages of explication, reduction and space division. Since the values of HRV features 

can be treated as continuous values, the C4.5 algorithm was chosen to carry out the estimation research. 

However, the tree structure of C4.5 algorithm was a binary tree, and we need to divide the space into 

three parts when determined the ranges of the features, the three parts were [∞, low value], [low value, 

high value] and [high value, ∞), so the C4.5 algorithm need to be improved.  

The experimental data in this paper was obtained from the acquisition equipment of ECG signal which 

independently researched and developed by the laboratory, with the advantage of convenient and easy to 

get. The popular “rhythm master” game was used in this article to stimulate emotions, the speed of the 
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beat and the rate of change were related to the difficulty level of the game, it was the use of this point to 

carry out the research of emotional elicitation and recognition. First, using different difficulty levels of 

the rhythm master game to stimulate the stress of the subjects, and collected the ECG signals of the 

subjects. In order to evaluate the stress labels scientifically and objectively, the stress states of the 

subjects were evaluated according to the difficulty level of the game, the parameters in the game (click 

accuracy, number of errors, score), facial expressions and questionnaire results. As the data and 

parameters settings were different, the tree models and classification accuracy were also different, the 

results were contingent. Therefore, we extracted the time domain, frequency domain and nonlinear 

domain features of HRV from ECG signals. Then, the tree models were constructed by using the 

improved C4.5 algorithm, and the appropriate tree model was selected by using the proposed tree 

selection strategy and the theory of parameters control. Next, the multiple tree models were merged 

based on the merging strategy. Finally a new tree was constructed, the ranges of the features were 

extracted from the new tree, and the feature quantization ranges corresponding to the stress were obtained 

which similar to the ranges of the HRV features in medicine. The ranges of the features derived in this 

paper can accommodate individual differences, and has universal significance. 

Using the ranges of HRV features the relaxation and high-stress states could be distinguished, which 

similar to the ranges of the various indicators in the blood test, it’s very convenient. This method is no 

longer dependent on the data and classification models like the traditional classifiers, but objective and 

with universal significance. It has a high practical application value, can directly analysis whether 

somebody is in a high stress state through only one ECG waveform, and give people early warning about 

high-stress, for people to improve the quality of life, self-regulation, improve physical and mental health 

is of great significance. 

5 Summary 

Living in an increasingly competitive society, we are accompanied by the pressure all the time. 

Appropriate stress is helpful for people to work and study, but excessive stress can have a great impact 

on physical and mental health. Therefore, detect the psychological stress rapidly and conveniently is of 

great significance to improve people’s physical and mental health and the quality of life.  

In this article, the ECG data both in relaxation and high-stress states can be obtained by using the 

electronic game which could stimulate the subjects to produce stress. Then, the time domain and 

frequency domain features of HRV were extracted, and the HRV features related to stress were excavated 

from multiple decision trees took the advantage of the white-box feature of the decision tree. Finally, the 

range of each relevant HRV feature was derived. The range of the features derived in this paper can 

accommodate individual differences, and has universal significance. As the HRV features can distinguish 

the two states of relaxation and high-stress, the high-stress warning of the human bodies can be carried 

out easily and efficiently, which has a high application value in practice.  

In the study, it was uncontrollable to use the ready-made electronic game to stimulate stress, so the 

calibration of the labels may not be accurate. The future work will focus on developing games which can 

record the more objectively parameters of the game operation, and dig out more parameters related to 

high-stress state by machine learning algorithms, and help us to label emotion status more scientifically 

and accurately. 

And for the experiment individuals, we need collect more in amount and more exactly in each 

individual’ detail changing, that will help us to find more close relationship with HRV features and 

human emotion status. 
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