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Abstract. Feature descriptor is a crucial part for image object detection and classification in 

computer vision. This study adopts the covariance descriptor which is a ROI(region of interest) 

based feature reserving the integrity of regions with rotation and scale invariant, combining with 

kernel SVM for multiclass object classification. The experimental results show that the 

combination of covariance descriptor and kernel SVM is very feasible and practical to be 

applied on dataset images in which the foreground objects are the major portions and the 

backgrounds are relatively simple.  
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1 Introduction 

Covariance descriptor is a region of image features which can be efficiently computed by integral images 

[3]. It was well-applied by Tuzel [1, 4] for human detection and object classification. The covariance 

descriptor is a region-based feature vector with a finite dimension consisting of several image features to 

represent an image object. It can be seen as a collection of features which effectively represent 

distinctiveness of a region of interest due to its scale and rotation invariant. On the other hand, the well-

known kernel methods applied on SVM is widely-used in object classification. Kernel SVM maps data 

into a feature space with high dimension, and uses a function in RKHS (Reproducing Kernel Hilbert 

Space) to be as kernel function to facilitate the computation of inner products in the original space, and 

thus separates data in feature space by finding the hyperplanes and support vectors with the largest 

margins. In this paper, we adopt kernel SVM [6-7] and take covariance descriptors extracted from images 

to be as training and testing samples for multiclass object training and classification to study the 

practicality of the combination of covariance descriptor and kernel SVM. Although in recent days, many 

novel classification approaches, such as deep learning algorithms are proposed, our method is also 

efficient, especially in case of the image objects with relatively simple backgrounds. 

2 Covariance Descriptors 

The covariance descriptors was adopted in Tuzel’s work [1, 4] to apply on object matching and textures 

classification. A covariance descriptor is a region descriptor represented by the covariance matrix of 

image features. Since a covariance matrix is also a symmetric positive definite matrix, the distance 

between any two covariance matrices can be evaluated with eigenvalues in previous analysis [5] for 

similarity measurement. Tuzel [2] further extended covariance descriptors to be classifiable using 

LogitBoost on a tangent space of Riemannian manifold. Harandi [10] applied kernel methods on 

Riemannian manifold, and suggested kernel k-means classification on high dimensional space to promote 

accuracy. 
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2.1 Covariance Matrix  

In this study, we use the covariance descriptor which is well applied by Tuzel [1-2, 4] to be as the feature 

extraction method. The essence of covariance descriptor in his works is elaborated as follows. A feature 

image ( , , )F x y i  is an extracted image with dimension W H d× ×  from an original image. ( , , )F x y i  

represents the th
i  feature value inside the feature vector at the pixel ( , ).x y  The covariance descriptor is 

also a covariance matrix denoted by 
R

C  to represent a region of image features in .F  Let 

1... , 1,2,...
{ ( )} ( , , )

k k S i d
Z i F x y i

= =

=  denote the th
i  feature value inside the feature vector, and let ( )iµ  be the 

mean of ( )
k

Z i . Then, by definition of covariance matrix, we have 
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2.2 Computation Using Integral Image 

The efficient integral image technique used in [3], can be applied on feature image calculation to 

facilitate the covariance descriptor of a region. Assume that ( , , ), : ,P x y i P W H d R′ ′ × × →  is a tensor 

function of the integral image of the feature image F  associated with feature ,i  and (1,,1: , )R x y′ ′  

represents a region of rectangle containing S  pixels.  

Then 
, 1

( , , ) ( , , ) ( ).
S
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x x y y k
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′ ′ = =∑ ∑  Similarly, let : ,Q W H d d R× × × →  be another integral 

image that 
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Then the covariance matrix 
R

C  can be represented by
x, y

P  and 
x, y

Q  such that 
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Therefore, the covariance matrix in the region , : , )x y x y′ ′ ′′ ′′R(
C  as illustrated in Fig. 1, becomes 
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Fig. 1. Integral image 

3 Kernel Method 

3.1 Feature Space and Kernel Function  

The aim of kernel method [6] is to promote the accuracy of classification when samples are not 

distinguishable enough in the original space. By applying a nonlinear feature mapping to map samples to 

a higher dimensional space, i.e., the feature space, hyperplanes can be found in feature space to partition 

these mapping samples. The inner product of any pair of samples in the feature space can be computed 

by the kernel function taking their inverse mappings in the original space as inputs. Thus, the kernel 

function is used to fast inner product computation to find distance between them. Many widely-used 

kernel functions, such as linear kernel, polynomial kernel, and RBF (Radial Basis Function) kernel, can 

be applied with classification algorithms or classifiers. In this study, we adopt Lin’s libsvm [8] to apply 

his kernel SVM [6-7] using the above three kernel functions combined with covariance descriptors to 

perform multiclass object classification. 

3.2 The RBF Kernel 

The RBF kernel is a well-known kernel function and widely applied in kernel-based classification or 

clustering applications due to its high distinctiveness. However, parameter settings in RBF are crucial 

effects to the accuracy of classification. The RBF kernel has two important properties. First, the length of 

each sample in the feature space is a unity. Second, function values of the RBF kernel are positive. Each 

sample is mapped to a hypersphere by RBF kernel, and the value of the RBF kernel for this sample is the 

cosine value of this sample. Since the length of each sample is unity, it facilitates the similarity 

determination between any pair of samples by the angle. Because the function values of the RBF are 

always positive, it gives that two samples are the most dissimilar if their included angle reaches 90 

degree. This property can be applied in the k-fold cross validation [9] to find the feasible parameters C 

and γ for RBF kernel. 

4 Experiment Results 

4.1 Object Detection  

Since the covariance matrix is symmetric, for any d d×  covariance matrix, we can represent it using a 

vector with dimension ( 1) / 2d d + . In this experiment, the feature vector of a pixel we adopt consists of 

seven entries, the R, G, and B values, the first partial derivatives 
x
I  and 

y
I , and the second partial 

derivatives 
xx
I  and 

yy
I . In the application of object detection, we can firstly compute the covariance 
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descriptor of the object image. Then, for the target image, a ROI(Region of Interest) image which is a 

scanning window with identical size of the object image scans over the target image. A ROI image can 

be efficiently computed for its covariance descriptor by integral image. Thus, the distance between the 

covariance descriptors of the object image and the ROI image can be calculated with the eigenvalues, 

' .
i
sλ  Taking two covariance descriptors 

1
,C

2
,C  denoted by 1 1 2 3 ( 1) / 2[ , , , , ],

d d
C x x x x

+
= …  and 

2 1 2 3 ( 1) / 2[ , , , , ]
d d

C y y y y
+

= …  for example, the distance between them is defined by 
1 2

( , )C Cρ  

2

1 2

1

ln ( , )
d

i

i

C Cλ

=

= ∑  [5]. If some of distances are smaller than an empirical threshold, then it can be 

determined that the corresponding ROIs match the object image, and hence, it achieves the objective of 

detection as shown in Fig.2.  

 

Fig. 2. Objects detection 

4.2 Multiclass Object Classification 

4.2.1 ETH-80 Dataset 

In our experiment, ETH-80 [11] is the first dataset tested for multiclass object classification. The ETH-80 

dataset contains 8 classes of images, and each class consists of 10 groups in which there are 41 images 

presented by varieties of viewing angles or colors as shown in Fig. 3. Firstly, each image is computed for 

its corresponding covariance descriptor. The training data consists of the first half of images for each 

participated group, and the second half is for testing data. Then we use libsvm to apply kernel SVM with 

three kernel functions, linear kernel, polynomial kernel, and RBF kernel, taking all covariance 

descriptors generated by training data as inputs to train classifiers. In the training part of RBF kernel, the 

training data and testing data needed to be normalized to get better precision, and the k-fold cross 

validation is used to compute the optimal parameters c and g for RBF kernel training. The results of 

classification accuracy show that RBF performs best as listed in Table 1. 

 

Fig. 3. ETH-80 dataset 
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Table 1. 

Nb. of classes Linear Polynomial RBF 

3 97.67% 96.67% 98.50% 

4 87.63% 89.25% 94.13% 

5 80.80% 84.90% 91.50% 

6 77.33% 79.83% 85.33% 

7 80.64% 82.29% 85.64% 

8 82.44% 84.75% 87.00% 

4.2.2 COIL-100 Dataset 

In addition, we also test COIL-100 dataset [12] for experiment as shown in Fig. 4. The COIL-100 dataset 

contains 100 classes, and each class owns 72 images. To evaluate the impacts on accuracy causes by the 

partition of training and testing data, we adopt two different approaches. The first test is that for any class, 

the training image and the test image are selected by interleaving. The second test is selecting the first 

half for training data and the rest is for testing data. 

 

Fig. 4. COIL-100 dataset 

 

The results are shown in Table 2 and Table 3, respectively. It can be seen that the accuracy is possible 

to be affected by the ways of data selections. Besides, the RBF kernel might not be always the best but 

indeed a feasible choice for kernel SVM because the dataset itself could be also a crucial effect to the 

classification result. 

Table 2. 

Nb. of classes Linear Polynomial RBF 

30 100% 99.90% 100% 

50 100% 99.89% 99.94% 

70 100% 99.84% 99.76% 

80 100% 99.86% 99.76% 

90 99.94% 99.85% 99.81% 

100 99.94% 99.86% 99.78% 

Table 3. 

Nb. of classes Linear Polynomial RBF 

30 95.37% 94.72% 96.11% 

50 93.28% 92.17% 93.56% 

70 91.94% 90.63% 91.15% 

80 92.08% 90.17% 90.45% 

90 92.56% 90.56% 90.86% 

100 92.61% 90.42% 89.81% 
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Recently, deep learning methods [13], such as convolutional neural networks [14], are widely 

developed and applied on machine learning. From this perspective, we also adopt Caffenet [15-16] to 

train and test both ETH-80 and COIL-100. The results show that the mean top-1 accuracies for 8 classes 

of ETH-80 and 100 classes of COIL-100 are 97.6% and 98.33% respectively, indicating that the deep 

convolutional neural network is indeed a novel and competitive approach. 

5 Conclusion 

This paper conducts the practicality of multiclass object classification using covariance descriptors with 

kernel SVM. The experimental results show that although the accuracy of classification can be varied 

when applying different kernel functions or different approaches for training and testing samples 

partition, it is indeed that for images in which the foreground objects are the major portions and the 

backgrounds are relatively simple, then the combination of covariance descriptor and kernel SVM is a 

feasible solution to such datasets for multiclass object classification. Due to the high computation 

efficiency of covariance descriptor and kernel SVM, the combination of them is also very practical to be 

applied on large scale datasets. 
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