
Journal of Computers Vol. 29 No. 6, 2018, pp. 1-15 

doi:10.3966/199115992018122906001 

1 

Applying the Chi-Square Test to Improve  

the Performance of the Decision Tree for Classification  

by Taking Baseball Database as an Example 

Chia-En Li*, Ye-In Chang 

Department of Computer Science and Engineering, National Sun Yat-sen University, 

Kaohsiung 804, Taiwan 

lice@db.cse.nsysu.edu.tw, changyi@cse.nsysu.edu.tw 

Received 21 June 2017; Revised 19 September 2017; Accepted 1 December 2017 

Abstract. The chi-square test is one of the statistical tests and is good to analyze whether 

categorical variable A is the significant factor to categorical variable B. On the other hand, a 

decision tree is one of useful models for data classification. To achieve the goal of efficient 

knowledge discovery by a compact decision tree, in this paper, we propose a method by making 

use of the result of the chi-square test to reduce the number of concerned attributes. We make 

use of the P-value from the chi-square test to decide the significant factors as the preprocessing 

step to prune insignificant factors before constructing the decision tree. In such a way, we can 

avoid constructing the inaccurate decision tree. We use the public baseball database as an 

example to illustrate our method. From our performance study, we observe that the way of 

checking the most significant factor (i.e., the factor with the minimum P-value) first can reduce 

the number of conditions (i.e., levels) to be decided. Therefore, the compact decision tree 

constructed from our method can provide less storage cost, faster prediction time and higher 

degree of accuracy for data classification than the decision tree concerning all original factors. 
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1 Introduction 

In the real word, a large amount of data focusing on the same topic could have been collected as a topic-

related digital database. Therefore, knowledge discovery from such a topic-related digital database has 

become an important research area in recent years. For this purpose, statistical tests and data mining 

techniques have been largely studied, developed and applied for many fields [1-9]. 

The chi-square test is one of the statistical tests, and is designed to analyze whether a significant 

relationship exists between two categorical variables. Furthermore, it is used in many fields including 

medical studies [1-2], finance and market [3-4], education [5-6] and sports [7-9]. If the P-value from the 

chi-square test between these two categorical variables is less than the given significant level which is 

usually a very small number, there is a significant relationship between these two categorical variables. 

The reason is that the computation of the chi-square test is to calculate the possibility of a null 

assumption which is in contrast to our goal to conclude the strongly significant relationship between 

these two categorical variables. Therefore, by using the chi-square test between the main-role attribute 

and every concerned factor, we can conclude significant factors regaled to the main-role attribute. 

Especially, in the field of medical studies, the significant factor is called the risk factor, since the factor is 

usually for the disease [2]. 

On the other hand, classification is one of main topics of data mining. The goal of classification is to 

predict the class of the new data after processing given data with the known class. One of well-known 

models for classification is the decision tree model [10]. The decision tree is a direct graph (top-down) 
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with the internal node being the deciding attribute and the leaf node being the decided class [11]. The 

decision tree has been widely applied to many areas, including medical diagnosis [12], risk analysis [13], 

and sport [14]. We can use the decision tree model to classify unknown data and then calculate the 

accuracy. Basically, the task of the decision tree algorithm is composed of two steps. First, we need to 

create a decision tree by the given data (called training data) from the database. Second, we classify 

future unknown cases (called testing data) by the rules in the model [15-16]. 

Therefore, both the chi-square test and the decision tree algorithm for analysis and classification are 

good and well-known methods for knowledge discovery of digital data. However, there are few studies to 

combine both methods to solve the same problem and analyze the relationship between these two 

methods. To achieve the goal of efficient knowledge discovery by a compact decision tree, in this paper, 

we propose a method by making use of the result of the chi-square test to reduce the number of 

concerned attributes. We make use of the P-value from the chi-square test to decide the significant 

factors as the preprocessing step to prune insignificant factors before constructing the decision tree. In 

such a way, we can avoid constructing the inaccurate decision tree from unnecessary data. Because the 

insignificant factors interfere with the decision tree for classification. We use the public baseball database 

as an example with each of factors concerned in evaluating the performance of a batter as attribute A and 

the AVG (batting average) as attribute B (i.e. the decided class) to illustrate our method. Moreover, we 

use one of well-known decision tree construction algorithms, C4.5 [17-18]. Based on the same C4.5 

algorithm for constructing the decision tree, we have compared the performance of the case that it uses 

the preprocessing step and the case that it does not use the preprocessing step. From our performance 

study, we observe that the most significant factor (i.e., the factor with the minimum P-value) is checked 

first can reduce the number of conditions (i.e., levels) to be decided. This property also affects the 

average number of conditions needed to be checked, the storage cost and the accuracy of prediction. 

Therefore, the compact decision tree constructed from our method can provide less storage cost, faster 

prediction time and higher degree of accuracy for data classification than the decision tree concerning all 

original factors. 

The rest of the paper is organized as follows. Section 2 describes the basic idea of the chi-square test 

and the decision tree algorithm. Section 3 presents the proposed method. Section 4 gives the experiment 

results and discussion of the relationship between the significant factors and the decision tree algorithm. 

Finally, we give a conclusion in Section 5. 

2 Background 

In this section, we describe two well-known approaches for knowledge discovery. One is the statistical 

test, chi-square test (X2), and the other one is the data mining algorithm for classification, the decision 

tree algorithm. 

2.1 The Chi-Square Test 

The chi-square test is one of the statistical tests. In statistics, there are two types of attributes including 

continuous numbers and categorical variables. Examples of continuous number are age and weight. 

Moreover, examples of categorical variables are gender and location. If the attribute is a continuous 

number, we have to convert the continuous number to a categorical variable. Afterwards, we can use the 

number of categorical variables to calculate the P-value from the chi-square test. The chi-square test is 

applied to determine whether there is a significant relationship between the two categorical variables 

from database [19-21]. There are four steps in the chi-square test described as follows. 

Step 1. State the null hypothesis (H0) and alternative hypothesis (Ha): The meaning of the null 

hypothesis H0 and the meaning of hypothesis Ha between categorical variable A and variable B are as 

follows:  

    H0: categorical variable A and categorical variable B are independent, 

 Ha: categorical variable A and categorical variable B are dependent. 

Step 2. Determine the significant level: The significant level is used to decide whether to accept or 

reject the null hypothesis. For the significant level, a value between 0 and 1 is used. However, one of the 

values of the significant level is often chosen from 0.01, 0.05, or 0.10. Moreover, the chi-square test is 
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used to determine whether there is a significant relationship between the two categorical variables. If the 

P-value is less than the significant level, we reject the null hypothesis (H0) and accept alternative 

hypothesis (Ha); otherwise, we accept the null hypothesis (H0). 

Step 3. Analyze the database: In this step, there are four elements which have to be found. These 

elements are the degree of freedom (DF), expected count (E), statistic test, and the P-value, separately. 

Assume that the number of possible values of categorical variable A is r, and the number of possible 

values of categorical variable B is c. First, the degree of freedom (DF) is defined as follows: DF = (r - 1) 

× (c - 1). Second, the expected count (Er,c) is computed for each level of categorical variable A at each 

level of categorical variable B. nr is the total number of observations at level r of categorical variable A. 

Moreover, nc is the total number of observations at level c of categorical variable B. Furthermore, n is the 

size of the data set. Er,c is the expected count for level r of categorical variable A and level c of 

categorical variable B. The expected count (Er,c) is defined as follows: Er,c = (nr × nc) / n. Third, the 

statistic test, chi-square test (X2), is defined as follows: X2 = ∑ [(Or,c – Er,c)
2 / Er,c]. In this equation, Or,c is 

the observed frequency for level r of categorical variable A and level c of categorical variable B. Finally, 

we can use the chi-square distribution table to find the closet P-value associated with the degree of 

freedom (DF) and the value of the chi-square (X2). The P-value means that the probability which the 

deviation of the observation from that expected is due to chance alone. 

Step 4. Explain the results in terms of the hypothesis: Referring to the chi-square distribution table, 

we use the degree of freedom (DF) and the value of the chi-square test (X2) to find the closet P-value. 

The chi-square distribution table is shown in Table 1. If the P-value is less than the significance level, we 

reject the null hypothesis (H0) and accept the alternative hypothesis (Ha). Otherwise, we accept the null 

hypothesis (H0) and reject the alternative hypothesis (Ha).  

Table 1. The chi-square distribution table 

Probability (P) 
DF 

0.95 0.90 0.80 0.70 0.50 0.30 0.20 0.10 0.05 0.01 0.001

1 0.004 0.02 0.06 0.15 0.45 1.07 1.64 2.71 3.84 6.64 10.83

2 0.10 0.21 0.45 0.71 1.39 2.41 3.22 4.60 5.99 9.21 13.82

3 0.35 0.58 1.01 1.42 2.37 3.66 4.64 6.25 7.82 11.34 16.27

4 0.71 1.06 1.65 2.20 3.36 4.88 5.99 7.78 9.49 13.28 18.47

5 1.14 1.61 2.34 3.00 4.35 6.06 7.29 9.24 11.07 15.09 20.52

 

2.2 The Decision Tree 

One of the well-established approaches for predictive models (i.e., classification) in data mining is the 

decision tree [22]. ID3 algorithm and C4.5 algorithm are the well-known algorithms for building the 

decision tree [17-18, 23-24]. In the ID3 algorithm [23], it evaluates the best splitting criterion of the 

attributes during the tree building phase. It uses attribute A to partition the given data horizontally. The 

ID3 algorithm selects the splitting attribute that minimizes the information entropy of the partition, when 

selecting the best partition. The entropy function shows how disorderly a set is. The information gain 

G(Ai) means the gain that the original set S obtains after split by attribute Ai. When a set of objects S is 

encountered, the information gain of each available attribute is calculated and the one whose information 

gain is the maximal is chosen as the classifying attribute for set S. It performs the calculation until each 

subset is either pure or sufficiently small. The C4.5 algorithm is proposed in [17-18], and improves the 

deficiency of information gain adopted in ID3. The criterion of information gain for the attribute 

selection adopted in ID3 has a serious deficiency: it has a strong bias in favor of the attributes with many 

values. In other words, if attribute A has more possible values in training data than attribute B, G(A) 

tends to be larger than G(B).  

3 The Proposed Method 

In this section, we first describe the property of the baseball database which we use in our study. Next, 

we describe our proposed method. Finally, we use the public baseball database as an example to illustrate 

our method. 
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3.1 The Baseball Database 

The World Baseball Softball Confederation (WBSC) has 208 National Federation Members in 141 

countries and territories across Asia, Africa, Americas, Europe and Oceania [25]. In this sport, the 

responsibility for baseball players is to score more runs than the other team when they are batters. In the 

real world, a large amount of baseball batting data has been collected as digital database. 

As stated in [26], each team plays 120 games in a year since 2009. There are 659 baseball players who 

have at bats identified through Chinese Professional Baseball League (CPBL) team website from 2009 to 

2015 [27]. The order of the original data is in the descending order of the number of games. In this paper, 

we focus on the data of 132 baseball players whose at bats (AB) are greater than or equal to 372, and the 

order is not important in this study. (Note that at bats is equal to the number of games multiplied 3.1 

according to the rule which is recorded on the rule 9.22(a) of the official baseball rules 2017 edition on 

the Major League Baseball (MLB) website [28] and the Chinese Professional Baseball League (CPBL), 

2017 [29]. Therefore, we have 120 × 3.1 = 372.) They are reviewed for the thirteen factors including 

games (G), plate appearances (PA), at bats (AB), run batted in (RBI), runs (R), hits (H), one-base hit (1B), 

two-base hit (2B), three-base hit (3B), home run (HR), total bases (TB), strike outs (SO), and stolen bases 

(SB). Furthermore, batting average (AVG) is reviewed in this study. Batting average (AVG) has been 

often used to evaluate a batter whose batting performance is excellent or not. In general, the cut-off value 

of batting average (AVG) is defined as 0.300 [30]. (Note that the value is discussable.) When the batting 

data is greater than or equal to the cut-off value, it means that the batter has excellent betting performance. 

3.2 Our Proposed Method 

Our proposed method contains five steps as follows: (1) splitting factors and batting data, (2) analyzing 

the significant factor, (3) dividing training data, (4) constructing the decision tree, (5) classifying testing 

data. The flowchart of our proposed method is shown in Fig. 1 which also shows the considered six 

databases. 

 

Fig. 1. The flowchart of our proposed method 
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In Step 1, we split factors and batting data such that only categorical symbols are concerned for the 

following steps. All of the thirteen factors are split based on the statistical mean, respectively. 

Furthermore, the cut-off value of batting average (AVG) is defined as 0.300. If the possible value of the 

attribute is a continuous number, we have to convert such a continuous number into a categorical symbol. 

For example, the statistical mean of stolen bases (SB) is 10. We categorize stolen bases (SB) <10 as a 

symbol 1 and stolen bases (SB) ≥10 as the other symbol 2. Moreover, we symbolize the new added 

attribute, batting average (AVG). If it is greater than or equal to 0.300, we symbolize it by class A; 

otherwise, we symbolize it by class B.  

In Step 2, we analyze the input data with only categorical values converted from Step 1. We perform 

the chi-square test to analyze whether the factors are significant related to AVG or not. Then, the 

insignificant factors and related data are filtered out. The condition of becoming the significant factor is 

the P-value <0.05. For example, let’s discuss the relationship between batting average (AVG) and stolen 

bases (SB). The classes of batting average (AVG) and stolen bases (SB) are shown in Table 2. 

Table 2. The number and expected count (E) of batting average (AVG) and stolen bases (SB) 

SB 
 

Symbol 1 (<10) Symbol 2 (≥10) Total 

A 43(40.4) 29(31.6) 72 

B 31(33.6) 29(26.4) 60 AVG 

Total 74 58 132 

The values in brakets are the expected count (E). 

 

Next, we state the null hypothesis (H0) and alternative hypothesis (Ha) as follows: 

    H0: batting average (AVG) and stolen bases (SB) are independent, 

 Ha: batting average (AVG) and stolen bases (SB) are dependent. 

The number of possible classes of batting average (AVG) is 2 (nr), and the number of possible symbols 

of stolen bases (SB) is 2 (nc). Therefore, the degree of freedom (DF) is computed as follows: 

 DF = (2 - 1) × (2 - 1) = 1.  

The expected count (E) of batting average (AVG) “A” and stolen bases (SB) “<10” is 40.4 as shown in 

Table 2. The process of the computation is as follows: 

E1,1 = (72 × 74) / 132 = 40.4. 

E1,2 = (72 × 58) / 132 = 31.6. 

E2,1 = (60 × 74) / 132 = 33.6. 

E2,2 = (60 × 58) / 132 = 26.4. 

The chi-square test (X2) is 0.862. The computation of the chi-square test (X2) between AVG and SB is 

as follows: 

 X2 = (43 – 40.4)2 / 40.4 + (29 – 31.6)2 / 31.6 + (31 – 33.6)2 / 33.6 + (29 – 26.4)2 / 26.4 = 0.862. 

The P-value can be found in Table 1. We use the value of the chi-square test (X2) 0.862 and the degree 

of freedom (DF) 1 to find the P-value which is approximately 0.353. For this case, the P-value is greater 

than the value of the significant level 0.05 which we determine. As stated in Section 2, if the P-value is 

less than the significant level, the null hypothesis (H0) will be rejected; otherwise, the null hypothesis (H0) 

will be accepted. Consequently, we accept the null hypothesis (H0). The conclusion is that batting 

average (AVG) and stolen bases (SB) are independent. Therefore, attribute stolen bases (SB) and related 

data will be filtered out before the construction of the decision tree, no matter what kind of the following 

algorithm for tree construction. In addition to study the relationship between batting average (AVG) and 

attribute stolen bases (SB), we also do the same study of the relationship between batting average (AVG) 

and every other attribute. That is, we study the relationship between batting average (AVG) and plate 

appearances (PA), and so on. After such a statistical study, we will get significant factors with the related 

P-values smaller than 0.05. In order to analyze the effectiveness of these significant factors, we create 

another database DBSignificantFactors by removing those insignificant factors and related data from the 

database (denoted as DB13Factors) which contains thirteen factors with categorical values and attribute 
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AVG with class values. 

In Step 3, in order to make a comparison of the performance between database DB13Factors and 

database DBSignificantFactors, for each of those two databases, we divide the database into training data 

and testing data for constructing the decision tree. We consider different cases of training data by 

selecting different percentages of data. Training data is randomly allocated within the database, and the 

remaining data without being used as training data is testing data [31]. In this study, we use one case with 

60% training data and another case with 80% training data. Furthermore, we denote those four databases 

for constructing decision trees as DB13Factors_60%, DB13Factors_80%, DBSignificantFactors_60% 

and DBSignificantFactors_80%. 

In Step 4, we use the training data to construct a decision tree. Since we concern four databases 

DB13Factors_60%, DB13Factors_80%, DBSignificantFactors_60% and DBSignificantFactors_80% for 

performance comparison, we have four resulting decision trees. For those decision trees, the leaf nodes 

are AVG = ‘A’ or AVG = ‘B’. 

Finally, in Step 5, we classify the testing data by the related decision tree and then calculate the correct 

ratio. That is, for the decision tree constructed based on training data DB13Factors_80%, we use the 

remaining 20% of the original baseball database as the testing data. Similarly, we test the cases of the 

other three databases. 

3.3 The Resulting Decision Tree 

A total number of 132 baseball players whose at bats are greater than or equal to 372 from 2009 to 2015 

are concerned in this study. The number of batters whose total batting average (AVG) is greater than or 

equal to 0.300 is 72 (55%). 

For statistical analysis, statistical data is calculated by using Statistical Package for Social Science 

(SPSS). To assess the thirteen factors with regard to batting performance AVG, we perform univariate 

chi-square test to determine the significant factor. In all of the tests, the significant P-value is set at <0.05 

[32]. Moreover, the decision tree for classification is processed using the data mining software (Waikato 

Environment for Knowledge Analysis, WEKA) [33]. We use C4.5 algorithm to construct the decision 

tree in this study. J48 which we use is an open source that is Java implementation of C4.5 algorithm in 

WEKA [34]. (Note that what we care about is the performance of the same decision tree algorithm with 

or without using the preprocessing step, the pruning process of insignificant factors, before we construct 

the decision tree.) The file format which we use for J48 is comma-separated values (CSV). The comma-

separated values (CSV) means that there is a comma as a symbol between two values. For example, the 

comma-separated values (CSV) for the first three attributes G = 1, PA = 2, AB = 1 are 1, 2, 1. 

In Step 1, to achieve the goal of splitting factors and batting data, we let the statistical mean be used as 

the cut-off value for each of the thirteen attributes, respectively. A summary of the thirteen factors in the 

database is shown in Table 3, which contains the result of our splitting factors of Step 1. According to 

these splitting values, we construct a new database DB13Factors containing thirteen attributes with 

categorical values and one new added attribute AVG with class values A or B. Based on the cut-off value 

determined in Table 3, the baseball data of 132 baseball player is rewritten by the related mapping rule. 

For example, the statistical mean of games (G) is 110. A baseball player with the number of games (G) is 

130, the mapped result of attribute G will be 1. (Note that for games (G) ≥110, we let G be value 1, and 

for games (G) <110, we let G be value 2.) 

Next, in Step 2, to analyze the significant factor, we use the rewritten data as the input data for the chi-

square test. The P-value from the chi-square test for batting average (AVG) is shown in Table 4, where 

values denoted in the bold form indicate the significant difference. By univariate analysis, the nine 

factors including PA, AB, RBI, R, H, 1B, 2B, HR, and TB are significant factors for batting average 

(AVG). As shown in Table 4, the resulting nine significant factors denoted in the bold forms are those 

factors which satisfy the condition of the P-value <0.05. That is, there are four insignificant factors. We 

filter out the rewritten data by deleting four insignificant attributes, games (G), three-base hit (3B), strike 

outs (SO), stolen bases (SB) and related data. Up to this point, we concern two databases, DB13Factors 

which contains thirteen factors with categorical values 1/2 and attributes AVG with class values A/B, and 

DBSignificantFactors which does not contain those four insignificant factors and related data. That is, the 

DBSignificantFactors contains only nine significant factors and related data. 



Journal of Computers Vol. 29, No. 6, 2018 

7 

Table 3. Thirteen factors and related cut-off values of baseball players 

Name of Factor Number of Players  % Name of Factor Number of Players %

Games   Two-base hit   

< 110 60 45 < 21 62 47 

≥ 110 72 55 ≥ 21 70 53 

Plate appearances   Three-base hit   

< 453 65 49 < 3 81 61 

≥ 453 67 51 ≥ 3 51 39 

At bats   Home run   

< 402 64 48 < 8 74 56 

≥ 402 68 52 ≥ 8 58 44 

Run batted in   Total bases   

< 59 79 60 < 174 74 56 

≥ 59 53 40 ≥ 174 58 44 

Runs   Strike outs   

< 62 73 55 < 57 66 50 

≥ 62 59 45 ≥57 66 50 

Hits   Stolen bases   

< 123 72 55 < 10 74 56 

≥ 123 60 45 ≥ 10 58 44 

One-base hit      

< 91 71 54    

≥ 91 61 46    

Table 4. Univariate analysis of batting average (AVG) 

 Univariate Analysis Univariate Analysis 

Variable Chi-Square P-value 
Variable 

Chi-Square P-value 

Batting average   Batting average   

 Games 0.637 0.4250  Two-base hit 26.936 <0.001 

 Plate appearances 8.738 0.0031  Three-base hit 0.004 0.9480 

 At bats 5.840 0.0157  Home run 16.018 <0.001 

 Run batted in 18.589 <0.001  Total bases 41.831 <0.001 

 Runs 30.930 <0.001  Strike outs 0.122 0.7266 

 Hits 41.149 <0.001  Stolen bases 0.862 0.3531 

 One-base hit 19.912 <0.001    

  Significant factors are determined by the chi-square test. 

Values denoted in the bold form indicate significant difference.   

 

In Step 3, in order to make a comparison of the performance between these two databases, we divide 

each of these two databases into training data and testing data. Since different percentages of the training 

data could affect the correct ratio of the decision tree, we consider two cases of training data : 60% and 

80%. Therefore, four databases are prepared for the construction of the decision trees to be processed in 

Step 4. Those four databases are DB13Factors_60%, DB13Factors_80%, DBSignificantFactors_60% 

and DBSignificantFactors_80%. 

In Step 4, for training data related to the nine significant factors and batting average (AVG) (in the 

case of 80% training data), the resulting decision tree is shown in Fig. 2. As shown in Fig. 2, the decision 

tree is composed of the nine significant factors and two classes. The meaning of the two classes are AVG 

≥0.300 (A) and AVG <0.300 (B) about the batting average of baseball players. Moreover, it contains nine 

levels, nineteen internal nodes and twenty leaf nodes. On the other hand, the resulting decision tree 

related to the thirteen factors and batting average (AVG) (in the case of 80% training data) is shown in 

Fig. 3. Moreover, it contains thirteen levels, thirty-one internal nodes and thirty-two leaf nodes. 
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Fig. 2. The resulting decision tree for the nine significant factors and batting average  

(in the case of 80% training data) 

 

Fig. 3. The resulting decision tree for the thirteen factors and batting average  

(in the case of 80% training data) 
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For the case of using 60% training data, the resulting decision tree with nine factors is the same as the 

decision tree of the case of using 80% training data as shown in Fig. 2. Moreover, the resulting decision 

tree with the thirteen factors is also the same as the decision tree of the case of using 80% training data as 

shown in Fig. 3. The detailed discussion about the performance of those two classification trees shown in 

Fig. 2 and Fig. 3 in Step 5 is described in the next section. 

4 Performance 

In the database of the 132 baseball players, all of the baseball players whose AVG are greater than or 

equal to 372 (120 games multiplied by 3.1) are concerned in this study. As stated before, we care about 

the performance for the same decision tree construction algorithm (for example, the C4.5 algorithm) 

with/without the proposed preprocessing step which makes use of the P-value. Based on such baseball 

data described in Section 3, Table 4 shows the resulting significant factors decided by the chi-square test, 

which are the factors with the P-value less than 0.05. The nine factors including PA, AB, RBI, R, H, 1B, 

2B, HR, and TB are significant factors for batting average (AVG).  

Fig. 2 shows the resulting decision tree (in the case of 80% training data) which contains the nine 

significant factors for deciding batting average (AVG). According to the resulting decision tree, we can 

classify the batting performance by even only three factors in this study. For example, our resulting 

decision tree shows that baseball players with TB ≥174, R ≥62, and 2B ≥21 can be immediately classified 

to AVG ≥0.300 as shown in Fig. 2. In this example, the meaning of the result is that a baseball player 

whose TB, R, and 2B are good enough will be classified into an excellent batting average (AVG) denoted 

as class A. Table 5 shows a comparison of the classification by three factors between the decision tree 

concerning the nine significant factors and the decision tree concerning the thirteen original factors. In 

our resulting decision tree of the nine significant factors, we find that the resulting decision tree contains 

four classification rules which need only concerning three factors. However, for the decision tree created 

from the database with thirteen factors, we find only two classification rules decided by three factors. 

Consequently, for the performance in terms of the processing time of the classification, the decision tree 

with nine factors is more efficient than the one with thirteen original factors. 

Table 5. A comparison of the classification by three factors 

Factors Count Rule AVG Classification 

TB ≥174, R ≥62, and 2B ≥21 ≥300 A 

TB ≥174, R <62, and 1B ≥91 ≥300 A 

TB <174, H ≥123, and R ≥62 ≥300 A 
Nine Factors 4 

TB <174, H <123, and AB ≥402 <300 B 

TB ≥174, R ≥62, and 2B ≥21 ≥300 A 
Thirteen Factors 2 

TB <174, G ≥110, and 3B ≥3 <300 B 

 

Table 6 shows the transformation from thirteen factors to symbols. Symbols a, b and c represent those 

factors which are significant factors (the P-value <0.05). Here, we let factors be denoted in the 

alphabetical order (i.e., the Symbol column) according to the increasing order of the P-values. For factors 

with the same P-value, we add one integer to distinguish them. Furthermore, symbols d, e, f and g 

represent those factors which are not significant factors. We use these symbols to redraw Fig. 2 and Fig. 

3 as shown in Fig. 4 and Fig. 5, respectively. In terms of the result of the decision tree, we find a 

relationship between the P-value and the decision tree in this study. In the decision tree concerning nine 

significant factors shown in Fig. 4, the top three levels contain six nodes with the P-value <0.05 among 

total seven nodes. While in the decision tree concerning thirteen factors shown in Fig. 5, the top three 

levels contain only four significant factors. Moreover, for the other three nodes in the top three levels of 

the decision tree concerning thirteen factors shown in Fig. 5, they are insignificant factors. These 

observations indicate that the decision tree concerning only significant factors can strongly affect the 

processing time of the prediction, since the case of the most significant factor (i.e., the factor with the 

minimum P-value) is concerned first can reduce the number of conditions (i.e., levels) to be decided. 
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Table 6. The chi-square distribution table 

No. Name of Factor P-value Symbol No. Name of Factor P-value Symbol 

1 Games 0.4250 e 8 Two-base hit <0.001 a5 

2 Plate appearances 0.0031 c 9 Three-base hit 0.9480 g 

3 At bats 0.0157 b 10 Home run <0.001 a6 

4 Run batted in <0.001 a1 11 Total bases <0.001 a7 

5 Runs <0.001 a2 12 Strike outs 0.7266 f 

6 Hits <0.001 a3 13 Stolen bases 0.3531 d 

7 One-base hit <0.001 a4     

Values/symbols denoted in the bold form indicate significant factors.   

 

 

Fig. 4. The symbolized decision tree for the nine significant factors and batting average  

(in the case of 80% training data) 

Table 7 shows the number of the classifying level of a leaf node of the decision tree with nine 

significant factors for each leaf node. The average number of classifying levels of the decision tree with 

nine significant factors is five. Table 8 shows the number of the classifying levels of a leaf node of the 

decision tree with thirteen original factors. The average number of classifying levels of the decision tree 

with thirteen original factors is approximately six. Consequently, the average number of classifying 

levels with nine significant factors is smaller than that with thirteen original factors. That is, on the 

average, the number of conditions needed to be checked in the decision tree with nine significant factors 

is less than that in the decision tree with thirteen factors, which implies that the processing time of 

condition checking of the decision tree concerning nine significant factors is faster than that of the 

decision tree concerning thirteen factors. The reason is that we use significant factors to construct the 

decision tree which simplifies the process of classification. 

Obviously, the decision tree concerning nine significant factors contains less number of nodes than the 

decision tree concerning thirteen factors as shown in Table 9. That is, the storage cost of the decision tree 

concerning nine significant factor is less than that of the decision tree concerning thirteen factors. Table 9 

shows a summary of the comparison between the decision tree with the thirteen original factors and the 

one with nine significant factors for the required number of levels, internal nodes, and leaf nodes. We 

find out that the decision tree concerning only the nine significant factors is more compact than the one 

concerning the thirteen original factors for batting average (AVG). 
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Fig. 5. The symbolized decision tree for the thirteen factors and batting average 

 (in the case of 80% training data) 

Table 7. The number of classifying levels of a leaf node and the average number of classifying levels 

with nine significant factors 

ID (Level) 1 (3) 2 (5) 3 (5) 4 (4) 5 (4) 

ID (Level) 6 (4) 7 (3) 8 (3) 9 (4) 10 (4) 

ID (Level) 11 (3) 12 (5) 13 (6) 14 (6) 15 (8) 

ID (Level) 16 (8) 17 (7) 18 (6) 19 (6) 20 (6) 

The average number of classifying levels: 5 

(3 + 5 + 5 + 4 + 4 + 4 + 3 + 3 + 4 + 4 + 3 + 5 + 6 + 6 + 8 + 8 + 7 + 6 + 6 + 6) / 20 = 5 

Table 8. The number of classifying levels of a leaf node and the average number of classifying levels 

with thirteen original factors 

ID (Level) 1 (3) 2 (4) 3 (5) 4 (5) 5 (3) 6 (6) 

ID (Level) 7 (6) 8 (4) 9 (3) 10 (5) 11 (6) 12 (6) 

ID (Level) 13 (5) 14 (5) 15 (6) 16 (6) 17 (5) 18 (3) 

ID (Level) 19 (4) 20 (5) 21 (7) 22 (8) 23 (9) 24 (11) 

ID (Level) 25 (11) 26 (10) 27 (7) 28 (7) 29 (7) 30 (4) 

ID (Level) 31 (5) 32 (5)     

The average number of classifying levels: 6 

(3 + 4 + 5 + 5 + 3 + 6 + 6 + 4 + 3 + 5 + 6 + 6 + 5 + 5 + 6 + 6 + 5 + 3 + 4 + 5 + 7 + 8 + 9 + 11 + 11 + 10 + 7 + 7 + 

7 + 4 + 5 + 5) / 32 = 5.8125 ≒ 6 
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Table 9. A summary of the storage cost of the decision tree with nine significant factors and thirteen 

original factors 

No. Number of Factors Level Internal Node Leaf Node Number of Nodes 

1 Nine Factors 9 19 20 39 

2 Thirteen Factors 13 31 32 63 

 

After classifying testing data, the correct ratio can be computed from WEKA automatically. We make 

a comparison of the correct ratio with four input databases including DB13Factors_60%, DB13Factors_ 

80%, DBSignificantFactors_60% and DBSignificantFactors_80% as shown in Fig. 6. From Fig. 6, we 

show that the correct ratio of the decision tree concerning only nine significant factors is higher than that 

of the decision tree concerning thirteen factors both in the case of 60% and 80% training data. By 

pruning the insignificant factors, we can avoid constructing the inaccurate decision tree from unnecessary 

data. Because the insignificant factors interfere with the decision tree for classification. However, those 

pruning strategies stated in [35] are used during the construction step of the decision tree. But our method 

makes uses of the P-value to decide the significant factors before constructing the decision tree. 

Therefore, our method can be used as the preprocessing step to prune insignificant factors and 

unnecessary data, i.e., a kind of pruning strategy, before constructing the decision tree.  

 

Fig. 6. A comparison of the correct ratio between the decision tree concerning nine significant factors 

and the decision tree concerning thirteen factors under different percentages of training data 

Moreover, the difference of the correct ratio between DBSignificantFactors_80% and DB13Factors_ 

80% is 3.85% as shown in Table 10. That is, the correct ratio of DBSignificantFactors_80% is higher 

than that of DB13Factors_80%. Similarly, the correct ratio of DBSignificantFactors_60% is higher than 

that of DB13Factors_60%. The reason is that insignificant factors exist in the database 

DB13Factors_60% and DB13Factors_80%, which will interfere with classifying data in the decision tree. 

In this study, the significant factors are confirmed by the chi-square test before. For the decision tree 

concerning nine significant factors, there is not much disorderly data to interfere with classifying data 

through Step 2. By pruning insignificant factors, the classification of the decision tree is reliable and the 

structure is compact. Furthermore, the difference of the correct ratio between DBSignificantFactors_80% 

and DBSignificantFactors_60% for the case of concerning only nine significant factors is 12.84%. It 

means that the correct ratio of 80% training data is higher than 60% training data in the case of the 

decision tree concerning only nine significant factors. Similarly, the correct ratio of DB13Factors_80% is 

higher than that of DB13Factors_60% for the case of the decision tree concerning thirteen factors. The 

result means that when the amount of training data increases, the correct ratio increases. However, the 

increasing percentage from 60% training data to 80% training data of our decision tree concerning nine 

significant factors is larger than that of the decision tree concerning thirteen factors. The reason is that 

when the amount of input training data becomes large, the decision tree will become a steady trend to 

classify data. That is, the amount of the training data for constructing the decision tree will affect the 

accuracy of prediction of the resulting classification tree. However, the increment of the accuracy from 

DBSignificant_60% to DBSignificant_80% is larger than that from DB13Factors_60% to DB13Factors_ 
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80%. The main reason is that the training data of DB13Factors_80% contains many insignificant factors 

and related data which could interfere with the prediction. 

Table 10. A summary of the correct ratio between the decision tree with nine significant factors and 

thirteen original factors 

No. Name of Factors 80% Training Data 60% Training Data Difference 

1 Nine Factors 80.7692% 67.9245% 12.8447% 

2 Thirteen Factors 76.9231% 66.0377% 10.8854% 

 Difference 3.8461% 1.8868%  

5 Conclusion 

In this paper, we have proposed a method which applies the P-value from the chi-square test (i.e., the 

significant factor) to analyzing the relationship between the factor and the class and then construct a 

compact decision tree. We have used baseball database as an example to illustrate our idea. The original 

baseball database concerning the batting average denoted as AVG has thirteen factors. After we have 

used the chi-square test concerning the relationship between each of thirteen factors and AVG, we have 

gotten nine significant factors strongly related to AVG. Then, we have used those nine significant factors 

and related data to construct the decision tree. We have observed that the decision tree concerning only 

significant factors can strongly affect the processing time of the prediction, since the case that the most 

significant factor (i.e., the factor with the minimum P-value) is concerned first can reduce the number of 

conditions (i.e., levels) to be decided. This property also affects the average number of conditions needed 

to be checked, the storage cost and the accuracy of prediction. From our performance study, we have 

shown that our decision tree concerning only nine significant factors can provide less storage cost, faster 

prediction time (due to the less average number of levels of the decision tree) and higher degree of 

accuracy for data classification than the decision tree concerning the original thirteen factors related to 

AVG, both in the cases of using 80% and 60% training data. In fact, our proposed method can be applied 

to any other database for an extra attribute with a class value. The contribution of our method can be used 

as the preprocessing step to prune insignificant factors and unnecessary data before constructing the 

decision tree. However, all the related values of concerned factors must be converted to categorical 

values first, such a task needs to decide the cut-off value for continuous values and may take long time. 

How to efficiently finish such a task is the possible research direction. 
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