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Abstract. Nowadays, the Internet is growing rapidly and the number of network data is also
growing rapidly, which makes it more difficult to get information from the massive network data
with traditional methods. Entity relation extraction is an important research direction of natural
language processing. It can find and identify the semantic relation of the entity to analyze the
abstract textual data. Unstructured network data can also be transformed into structured data by
using Entity relation extraction. This paper presents an unsupervised entity relation extraction
model, which can overcome the shortcomings of traditional methods, such as needing a lot of
man-made work and poor portability. In this model, we create a filter function at first. Then we
extract the relational feature words by using context window and parsing. We use affinity
propagation clustering algorithm to get the relation of entities, which can obtain better results
than k-means clustering algorithm.

Keywords: conditional random field, entity relation extraction, information extraction, named
entity recognition, parsing

1 Introduction

With the rapid development of network and computer technology in recent decades, massive network
information has brought great challenges to the organization, search and analysis of information. Turning
the unstructured text to the structured text can help understand text content by annotating the semantic
information. The task of the entity relationship extraction has been extensively studied in different
methods [1-3]. There are three main ways to solve the problem of entity relationship extraction including
the method of based on constructing rules [4], the method of using of machine learning [5-7] and the
method of based on the feature [8-10].

The method of constructing the rules requires the constructor to have a deep understanding of the
characteristics of a certain field and applies the rules or templates summarized by manual or machine
learning. Then it uses the template matching method to extract the entity relationship. However, with the
manual or machine annotation, the cost is large and the transplantability is poor, so it is gradually
replaced by the method of machine learning [11]. In the method of machine learning, the current
mainstream method is based on a supervised approach, which requires training data and complex feature
extraction techniques and prior definition of relationship type systems, often requiring a large number of
manual annotation work [12-13]. The method of the feature extracting is simple and effective, its main
idea is to extract useful information including lexical information and grammatical information from the
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context of the relationship sentence instance as a feature. The eigenvector is constructed by calculating
the similarity of eigenvectors to train the physical relationship extraction model. The key of this method
is to find the distinguishing feature of the class, constitute the multi-dimensional weighted feature vector,
and use the appropriate classifier for classification.

According to the degree of dependence on labeled data, the method of physical relationship extraction
can be divided into supervised learning method, semi-supervised learning method, unsupervised learning
method and open extraction method [14]. Supervised learning method is the most basic entity relation
extraction method, its main idea is to train the machine learning model on the basis of labeled training
data, and identify the type of the relationship between the test data [15]. The unsupervised entity
relationship extraction method does not need to rely on the entity relationship annotation corpus, and its
realization includes two processes of relation instance clustering and relationship type word selection.
Firstly, the entities with some degrees of similarity are grouped into a class according to the context of
the entity, and select the representative words to mark the relationship. Literature [16] firstly proposed
the method of unsupervised entity relationship extraction in the association for computational linguistics
(ACL) meeting, laying the foundation for the unsupervised entity relationship extraction. Literature [17]
firstly proposed a semi-supervised entity relation extraction method based on Bootstrapping, this method
summed up the sequence model of entity relationship from the context containing relationship seeds, then
using sequential patterns to find more relations seed instance and form a new relationship between seed
collection. This method has high accuracy of sequence pattern, but the recall rate is relatively low. In
order to improve the recall rate of sequential pattern, the scholars introduced the concept of soft-pattern,
and generalized the elements of the composition pattern, which improved the recall rate of the sequential
pattern to a certain extent. The basic hypothesis of the open entity relation extraction method: if the
known two entities have a semantic relation, all sentences containing the two entities potentially
expressed the semantic relationships between them [18]. The Open entity relation extraction maps quality
entity relationship instance to large-scale text by entities knowledge base (such as DBPedia, YAGO,
OpenCyc, FreeBase or other domain knowledge base), obtains the training data according to the text
alignment method and use the supervised learning method to solve the problem of relation extraction.
However, the training corpus obtained by this method has more noise.

In this paper, we use the unsupervised entity relation extraction algorithm to extract the entity relation
based on the use of the characteristic words, which can solve the problems of man-made annotation and
poor portability. This method does not need the data training, which can solve the big drawback of
human input, and the use of content covering a wide range of news data, effectively solve the problem of
domain adaptability. This method does not need to determine the type of relationship in advance, can
solve the problem of definition of relationship type [19].

We have also made some improvements. This paper presents a screening method for the entity
relationship pair, and also proposes a method based on “window” and syntactic analysis to extract feature
words. This paper improves the performance of the method through these improvements. We evaluate
each method experimentally, demonstrate their synergy, and compare our unsupervised entity
relationship extraction model with artificial annotated feature words model. Our main contributions are:

(1) This paper demonstrates its feasibility of implementing unsupervised, domain-independent
information extraction from the entity relationship with high precision. Much of the previous work on
information extraction focused on small document collections and required manual annotation examples.

(2) This paper presents the comprehensive overview of the improved unsupervised entity relationship
extraction model. We describe the process of building model including pre-treatment, filter, extraction
and cluster.

(3) This paper show that excellent clustering results because of the effective feature words with
combining the “window” method and syntax analysis method.

(4) This paper describe and evaluate the superiority of affinity propagation (AP) clustering algorithm
in terms of entity relationship extraction.

2 Improved Unsupervised Entity Relationship Extraction Model

In unsupervised relation extraction, the information of the expected results cannot be obtained in advance,
the method of marking entity relationship can express the characteristics of the clustering results, so how
to present the relationship is the main content of research. The relationship between named entity pairs is
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expressed through the context between them and the relationship can be obtained through the analysis of
the context. The basic idea of unsupervised machine learning is based on the theory of distributed
assumptions, that entities with same relationship will have similar contextual content, and a
representative vocabulary can be used to describe the relationship.

In this paper, we need to carry out the following steps when extracting entity relationships. Firstly, we
describe the pre-treatment stage. The pre-processing is used to segment the text, recognize named entities,
and do syntactic analysis and annotation [20-21]. Secondly, in order to determine the degree of entity
correlation and determine the named entity with entity relationship, we use entity relationship filtering.
Thirdly, for entity pairs with entity relationships, we select the feature words which can represent the
entities’ relationship through relational feature words extraction. At last we use the AP clustering
algorithm to cluster the feature words with word vector construction and words clustering. Then by the
processes of pre-treatment, filtering, extracting and clustering, we can get the relation of the entities.

The flowchart of unsupervised entity relation extraction is as Fig. 1.
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Fig. 1. Flowchart of unsupervised entity relation extraction

2.1 Named Entity Recognition

The Named entity recognition is the basis of entity relationship extraction. In this paper, we use a named
entity recognition method based on conditional random field (CRF). CRF is a conditional probability
distribution model of the output random variables under the condition of given a set of input random
variables, its characteristic is to assume that the output random variables constitute a markov random
field. It has the same characteristic index weighting as the maximum entropy model, but the training
process uses a complete, non-greedy search algorithm, which is very effective. The method sets different
recognition templates depending on the entity types, and it uses calibration rules for geographic entities
and organizational entities [22-23].
Improved architecture of named entity recognition is as Fig. 2.
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Fig. 2. Improved Architecture of Named Entity Recognition

In our improved architecture of named entity recognition, input data can be managed by three different
types with names entities identification, geographic entities identification and organizational entities
identification. These identification types respectively use CRF algorithm, CRF and dictionary algorithm
and CRF and rules algorithm to obtain final entities recognition results.

The advantage of the above architecture is that for different types of named entities, you can use
specialized algorithms and specialized external dictionaries to identify, which can make the recognition
to achieve higher accuracy.

In this paper, the recognition process for geographic entities is based on the use of CRF algorithm,
using the dictionary as a calibration rule for place name entity recognition. This part of the data mainly
come from the “World Translator Dictionary” and the Chinese name dictionary from the Internet.

For the identification of organizational entities, the identification of composite organizational entities
is relatively more difficult. Therefore, this paper uses the CRF algorithm to combine the rules to identify
the organizational entity [24].

The specific rules are as follows:

« When a subject or object in a sentence is composed of multiple types of words and contains the suffix
of the organization entity, the subject or object can be directly determined as a composite organization
entity.

« When the syntax is parallel to each other in two parts, one of which is a simple organizational entity,
the other part of a number of types of words, and which contains the organizational body of the suffix
words, this part can be directly identified as a composite organization entity.

Through the use of the above two rules, the composite organization entity can be effectively screened.
Combined different rules with the CRF algorithm to determine the subject or object, we can get the
organization entity recognition results.

2.2 Entity Relationship Pairs Filtering

Naming entity relational extraction needs to identify a named entity pair that may have a relationship first.
In this paper, we use the title to dig a pair of named entities that may have a relationship. After the named
entity recognition, it is possible to get all the words in the data that are identified as named entities. After
the data is filtered, the named entities are combined to get the pending entity pairs.

This paper presents a standard for entity relevance evaluation to measure the existence of a
relationship between two named entities:
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x(wowy ) (x(wy )+ x(w,)) (27 (w,)+ %7 (w,))

x*(w)x" (w,)

In the above formula, S(w,,w,) represents the degree of association between the named entity w, and

S(wl,wz): 1)

w, ; x(w,,w,) represents the number of news text sources that the named entity w, and w, appear
together; x(w,) and x(w,) represent the number of text sources that have named entities w, and w, .

Then, the threshold S, (w;) of the named entity w, is calculated from the training data and the
processed data:

ST(wl)=min{S(w,,w”),S(w,,wm),...,S(wl,wln),...} )

In the above formula, w,,w,,,--- are the named entities that have determined the relationship with the
named entity w,.

At last, according to S.(w;) and S, (w,), which are the thresholds of the named entities w, and w,,
we can determine whether the entity pair satisfies the relation extraction condition:

S (w)+S.(w)
2 3)
0, otherwise

f(WI’WQ): L S(WlaW2)2

In the above formula, when f(w,,w,) is 1, it is concluded that there is an entity relationship between
named entities w, and w, ; When f(w,w,) is 0, it is concluded that there is no entity relationship
between named entities w, and w,.

In this way, we filter out the named entity pairs with low degree of association to reduce the workload
of subsequent processing.

2.3 Relational Feature Words Extraction

The key of the Named entity recognition is to extract their relevant features and define entity feature by
analyzing the characteristics of named entities. At present, in the extraction of entity relations, the
methods of relational feature extraction are based on the method of context window size and the method
based on syntactic analysis. But both the two methods have some shortcomings when being used alone
[25-26]. For the method of context window size, if there are less frequent relationship pairs when the
context varieties are small and the norms of context vectors are too short, it is more difficult to reliably
classify the relation. And for the method of based on syntactic analysis, due to the complexity of text
semantics, more linguistic features need to be considered and the complexity of the algorithm is high.
Moreover, it is limited to the incomplete corpus dictionary, so the semantic analysis is difficult to use
effective dictionary.

In this paper, the relational feature words are extracted by combining the “context window” and the

syntactic analysis method, and we propose new rules for syntactic analysis.
Extract the feature word based on the “context window”. In general, the number of words in front of
the first entity in the sentence, the middle of the two entities, and words behind the second entity are
called a “context window”. And the specific content contained in the context window is called the
context of the two entities. The context of the two entities always have a lot information which can
describe the entities relation.

Che proved that in the application of their extraction of the two machine learning methods, when the
window size is set to 2, the final result is the best. Therefore, the relational feature word extraction
window used in this paper is set to 2.

Extract feature words based on syntax analysis. Some researchers have found that the extraction of
features can also be based on syntax and semantics, and this method can improve the performance of the
entity relation extraction in some ways.

When applying syntactic analysis to obtain relational feature words, the words on the shortest
dependent path of the two entities are usually used as the relational feature words of the entities pair.
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However, in reality, not all words on the shortest path between the two entities can provide some
information for the entity relation. Moreover, in the syntax analysis, because the Chinese grammar is
complex and changeable, analyzing sentences may be wrong and produce noise or omission [27-29].
Therefore, on the basis of the traditional syntactic analysis method and the grammatical characteristics
of Chinese, this paper proposes a combined feature extraction algorithm.
The rules are as follows:
« If two entities in the entity pair appear on the side of the core verb, the relational feature of the other

side of the core verb in the sentence can be ignored.

« If the entity is centered on the subject, one is the subject, and the other appears the subject of the
prepositional phrase, then the verb or noun in the prepositional phrase is the relational feature word.

« When the entities in the sentence appear on the dependent path simultaneously with the two entities
related to the subject-predicate relationship (SBV) and the dynamic relations (VOB), then the two
dependent paths are extracted as a feature word.

« If the entity has multiple verbs on the dependent path, chose the nearest one.

+ Extract nouns or verbs that are directly dependent on entities as the feature words.

We use these rules to extract the feature words, then integrate these words with the first method. It is
suitable for our extracting method.

Therefore, the combination of the two methods, we can get a better extraction effect. After the
deduplication, we get the set of relational feature words.

2.4 Relational Feature Words Clustering

After extracting the relational feature words of the related entity pairs, we need to effectively cluster all
the feature words. Clustering algorithm is a kind of data description method based on the existence of
several groups in the whole data set, and the points in each subset have high internal similarity. Then
select a representative subset of each cluster to form a subset of features and remove irrelevant and
redundant features.

Nowadays, there are lots of the clustering algorithm for studying entity relationship [30-31]. However,
for some specific applications, the selection of clustering algorithms depends on the type of data and the
purpose of clustering. K-means is one of the very classical clustering algorithms in the partition method.
Because of the high efficiency of the algorithm, it is widely used in the clustering of large scale data.
Many algorithms are extended and improved around this algorithm. K-means algorithm takes k as the
parameter and divide n objects into k clusters to make the internal similarity of the cluster is high while
the similarity between the clusters is low. AP cluster algorithm is based on information transfer between
data points. It is different from k-means or k center algorithm that AP algorithm does not need to
determine the number of clustering before operation. AP algorithm has a definite center of mass rather
than the average of k-means is the center of mass. AP algorithm has better robust and higher accuracy
than k-means algorithm.

In this paper, the AP clustering algorithm is used to cluster the relational feature words to obtain the
words that can describe the entity relation. AP algorithm identifies exemplars among data points and
forms clusters of data points around these exemplars. The AP clustering algorithm has the advantages
that not need to formulate the final clustering numbers and is not sensitive to the initial value, so the
result has a smaller variance error than the k-centers clustering method. It operates by simultaneously
considering all data point as potential exemplars and exchanging messages between data points until a
good set of exemplars and clusters emerges. It is suitable to entity relationship extraction cluster with
advanced clustering capability.

In the process of implementing the AP algorithm, all the data points are regarded as potential examples,
which are the nodes of the network. The node uses a recursive way to pass a message, which refers to the
similarity of a data point to another data point to find better examples and categories. In this way, we
solve the problem that the k-means algorithm is more sensitive to the initial value of the initial clustering
center.

The AP algorithm runs as Table 1.
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Table 1. Procedure of AP clustering algorithm

AP Clustering Algorithm
Input data: get the cosine similarity matrix Snxn obtained by using word vector.
Qutput data: the category after clusteringand the center data node in each category.
Steps:

Initialize the matrix A, set Anxn to 0.

2. Repeat2.1,2.2,2.3, until the sample node for all data points no longer changes, or the number of iteration
is maximized.
2.1 Update any R(x,y) of the R matrix:
Alx,y) « s(xy) — max {A(x,y)+s(xy)}
2.2 Update any A(x,y) of the A matrix:

a(x,y) « mini0,r(y,y) + Z max{0, r(x,y)}
X stx €{xy}

Alx,y) < max{0, R(x,y)}

i'sti+k
2.3 The example node of the data node x is the data node that can maximize the value of R (x, y) + A (x,
y)-
3. Classify the data nodes with the same example node as the same category, and take the example node as

the category word for that category.

By using the above algorithm, we can effectively cluster the feature words and get the descriptive
word of each category.

2.5 Evaluation Index of Entity Relationship Extraction

Entity relationship extraction is often evaluated with precision, recall, and F value. Precision and recall
rate are two measures widely used in information retrieval and statistical classification to evaluate the
quality of results. The precision is the ratio of the number of documents retrieved and the total number of
documents retrieved, which measures the accuracy of the retrieval system. Recall rate refers to the ratio
of the number of related documents retrieved and the number of relevant documents in the document
library, which measures the total recall rate of the retrieval system, and the F value is the harmonic mean
of the correct rate and recall rate. And their calculation expressions are as follows:

The number of relationship instances that are correctly classified

precision = : — :
the total number of relationship instances in a class of test sets

recall = The number of relationship instances that are correctly classified

the total number of relationship instances in a class of test sets

% T %
F1=2 precision* recall

precision + recall

3 Experiments and Result Discussion

In this paper, two parts of the experiment are carried out: the first experiment is based on extracted
feature words, and the second the experiment is based on an example of entity relation extraction.

(1) Experiment 1: Analysis on the extraction effect of relational characteristic words. We use the
network news corpus (about 1.4G) provided by Sogou Lab as experimental data, and randomly select 50
pairs of entities that appear in the same sentence. According to the extraction method of feature words in
this paper, then we compare it with artificial annotated feature words.

The experimental data are as Table 2.
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Table 2. Results of Relational Feature Words Extraction

N-N N-G N-O G-G G-0 0-0 Total
Number of entities 9 9 9 7 8 8 50
Feature words extracted 9045 5511 19792 11973 5771 938 53030
Artificially marked feature words 1204 443 1817 1850 574 98 5986
Accuracy rate 12.2% 7.8% 8.9% 6.7% 9.3% 7.8% 8.9%
Recall rate 91.8% 97.3% 96.9% 43.4% 93.4% 74.5% 78.7%
F value 21.6% 14.5% 16.3% 11.6% 16.9% 14.1% 16.0%

From the above table we can see, the recall rate of relational feature words is mostly higher than 90%,
which means that by using the feature words extraction method proposed in this paper, we can effectively
extract the feature words that can describe the entity correctly.

In the extraction method, the accuracy rate and F value are lower, which indicates that the extracted
feature words contain more useless words or lower frequency words. But the main purpose of the
relational feature words extraction part is to extract the correct feature words as much as possible, and the
noise contained in this part will be effectively filtered out at the time of clustering. Thus, although this
reduces the overall computational efficiency, this does not impact much on the final output of the entity
relationship extraction.

In the result, the feature extraction of the “GEOG-GEOG” entities is worse than that of other entities.
The main reason is that there are often no clear relationship words between the geographic entities, which
is mainly due to the shortcomings of the “undefined relationship type” of the unsupervised relation
extraction.

The above results are the experimental results obtained from the window and syntactic analysis used in
this paper. We use it to compare the final results with only the use of the window to extract the feature
words.

The experimental data are as Fig. 3.
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Relationship Type

Fig. 3. Comparison of two keyword extraction methods

From the above figure we can see, the comprehensive relational feature extraction method used in this
paper has a significant effect on the extraction of feature words. In the results, the lifting effect of
NAME-NAME, NAME-ORG and GEOR-ORG was the most obvious, followed by NAME-GEOR,
ORG-ORG, then GEOR-GEOR was less effective. This situation is due to that in Chinese grammar when
describing the relationship between the names of entities and other entities the word is more direct, and
other entities between the relationships between the uses of the word is less obvious.

All in all, by using the method of this paper, it can effectively improve the extraction of feature words,
thus it contributes to the extraction of entity relations.

(2) Experiment 2: we extract the relationship with a specific named entity pair. Select the entity pair
“Li Xiaolu, Dong Xuan” in experiment 1. By using the feature words extraction method of this paper, we
get 112 relational feature words.

The results of clustering are as Fig. 4.
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Fig. 4. NMI varies with the preset parameter of AP algorithm

When the preset parameter is set to -8, the NMI value reaches a maximum of 0.7531, which means the
effect of clustering at this time is the best. The data entered at this time is divided into 22 categories.
Among them, the proportion of the category “Friends” belongs to is much more than other categories,
and “Friends” is the example node of the category.

We can get “Friends” is the most able to describe the relationship of the two entities, then we can get
the relation extraction result “Li Xiaolu, Dong Xuan, Friends”.

4 Conclusion

This paper presents an improved method based on unsupervised entity relation extraction model.
Through the process of entity relationship determining, we can select the entity pairs with relationships.
Based on the results of the filtering, we construct the extraction rules of relational feature words.
Combining the “window” method and syntax analysis method we can get the list of feature words. Then
we can use the AP clustering algorithm to cluster the words in the list and get the word that most able to
describe the relationship of the two entities.

In the future, we will try to study the work of improving the accuracy of the unsupervised relationship
extraction model to improve the computational efficiency of the system.
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