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Abstract. With the rapid development of the cloud computing, there is a large amount of service 

providers with low quality in the marketplace. The mendacious service providers cause a serious 

loss for the users. In order to select an efficient cloud service, it can be trust and meet the user’s 

privacy protection requirements. In this paper, a dynamic level interaction method based on 

credible value is indicated. The cloud service providers and cloud users are divided into different 

dynamic levels according to their historical records. The security level of privacy data is decided 

according to the users’ trust level. This model introduces the center degree factor to filter the 

mendacious service and it can get a more accurate service evaluation by limiting the malicious 

users to make false evaluation for the service and it can control the providers’ access rights to 

protect the users’ information. The results of simulation experiment show that this model can 

improve the interaction successful rate and strengthen the safety of user privacy data. It 

demonstrates the efficiency and effectiveness of our approach in trusted interaction with other 

counterparts. 
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1 introduction 

With the development of the internet technology, more and more web services have been deployed by 

many enterprises. It can provide convenient services for the users. However, it brought many safety 

problems, such as the service enterprises provide bad service to the user; the user give the service 

provider false evaluation to affect the providers’ trusted value and so on [1-2]. How to establish a 

credible relationship between service providers and users becomes a hot topic in the field of information 

security. 

The users’ malicious evaluation will make negative effect for the services’ trusted value. Filtering out 

malicious evaluations can ensure the trusted value accuracy. According to these discoveries, the 

problems will be solved summarized as follows: 

(1) In the process of interaction, this model can help users find the safe and reliable cloud service 

providers quickly.  

(2) The information submitted to the service provider is safety.  

(3) The trusted value is one of the key indicators to the classification for the users and service 

providers.  

The process of classification is introduced in this paper. This model can filter the illegal evaluation 

effectively, and control the service providers’ authority. It also can ensure the safety of user privacy 

information. 

The rest of this paper is organized as follows. In Section 2, we give the related work. Section 3 

introduces the process of dividing levels for the service providers and users. Section 4 presents the 

algorithm of the trust interactive. Section 5 introduces experiment and analysis the related experimental 
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results to investigate the effectiveness of our approach. Section 6 concludes this paper. 

2 Related Work 

The trusted interaction model is a fundamental and complex problem in the field of service oriented 

computing, which has been approached from many different perspectives. Trust model has applications 

in many fields. For example, [3] presents a comprehensive and adaptive trust model oriented large-scale 

P2P (Peer to Peer). It adds the confidence factor and feedback factor to overcome the deficiencies of the 

weight distribution. In the aspect of trust value calculation. [14] presents a trust model based on context 

aware. This model adds context similarity and the concept of trust rules into the calculation process of the 

direct trusted value. It increases the accuracy of the direct trusted value and filters out the unqualified 

service providers. [4] proposes a trusted combination service selection method based on Monte Carlo 

algorithm. It can help the user find the optimal service composition. 

In terms of trusted computing, some scholars use recommendation algorithm to calculate the trust 

value of the service. [5] introduces a service recommendation algorithm based on trusted alliance. This 

algorithm can improve the accuracy rate and reliability of the recommendation. [16] judges the users’ 

behavior and preference by collaborative filtering algorithm, and puts forward a personalized QoS 

prediction method. 

Some scholars analyze credible values from different angles. [15] computes service entity credible 

value from the recent trust, history trust and other aspects. [12, 17] establishes a trust evaluation 

mechanism to calculate the service provider trusted value based on interaction records. Some scholars 

analysis the influence factors, [6] proposes a dynamic trust model to analyze the trust evaluation impact 

factors. It can solve the computing trusted value problem of malicious users. [7-8] proposed a trust 

management framework for multi-cloud environments based on trust service providers. It uses the users’ 

feedback information to evaluate the objective trust value and the subjective trust value of the providers.  

Some scholars analyze credible values based on different mechanism. [9] proposed a trust broker 

mechanism. In this mechanism, the users can get reputation ratings of the service providers, and the 

brokers can leverage their partners to aggregate the unfamiliar service providers’ reputation. [18] 

proposed a trust model based on SLA. It evaluates cloud services in the conceptual SLA framework. [10] 

proposed a mendacious evaluation filtering method. Firstly, calculating the average value of the users’ 

evaluation; Secondly determining the upper and lower bounds score threshold; Lastly, deleting the users’ 

evaluation which is beyond the threshold. In this paper, a new identify method is put forward. It can 

weaken the evaluation weight of malicious users and limit the data privacy level for malicious users. This 

way instead of removing the malicious users’ evaluation. It can ensure that each user has the right to 

evaluate the service. 

In summary, despite the large number of approaches for trusted interaction model there is a lack of 

efficient techniques. They take no incentive measures to the mendacious providers and the mendacious 

users. On the one hand, the number of service providers is huge. But the ability is indeterminacy. It is 

necessary to find an effective interactive model for the users. On the other hand, the malicious 

evaluations affect the trust value accuracy for the service providers. Some service providers destroy and 

steal the user's privacy data. These behaviors can cause a huge loss for the users. In this trust model, the 

malicious users should be analyzed and filtered before the trust value is calculated. The security of 

privacy data needs a better guarantee. This paper will solve this problem from four aspects: 

(1) The services’ evaluations should have different weight for different user entities. The user entities 

with a high credibility will have a big weight to evaluate the services. By this way, this model can filter 

out the malicious evaluations.  

(2) The users’ level should be divided according to the user’s credibility degree. The users with a low 

credibility level will have low security level for privacy information. It can prevent users from giving 

malicious evaluation effectively.  

(3) The service provider will be divided into different levels according to the users’ evaluation. The 

users don’t want to choose a low level service provider. 

(4) This model protects the users’ privacy information and it encourages service providers to promote 

the trust level. It will promote the providers compete healthily in the market. 
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3 The Process of Dividing Levels 

There are two kinds of entities in the interactive system: the user entity, the number is M, SC={sc1, sc2, 

sc3, …, scm}; the service provider entity, the number is N, SP={sp1, sp2, sp3, …, spn}. The attribute 

information of service providers is stored in matrix structure as shown in the below: 
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Assigning different weights for different users’ attributes. Safety, availability, reliability and other 

attribute value are called attribute A. For attribute A, the bigger the attribute value is, the better the 

services’ performance will be. The response time, service cost and other service attributes called attribute 

B. For attribute B, the bigger the attribute value is, the worse the services’ performance will be. 

Therefore, it is necessary to standardize the attribute value matrix. For attribute A, 
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min{Qiz} represents the minimum value in the z column attribute. The max{Qiz} represents the 

maximal value in the z column attribute. For attribute B,  
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Through the standardized operation, the value of the attribute matrix is transformed into the positive 

increase value. Its range is [0,1].  

3.1 The Level Division of the User 

The credibility degree of users will be distributed into different levels. The user with a high credibility 

level will have a bigger weight to evaluate the service. The users’ evaluation results are stored as follows: 
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α=[SCs1

α1
，SCs1

α2
，SCs1

α3
，….，

SCs1
αm], the evaluation set of user β to service SP1 can be expressed as: SCsp1
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β1
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，
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βm]. The malicious users will make the false evaluation. How to identify and remove 

malicious users? For example, service sp1 has δ users. The evaluation which is made by user α is the 

trusted evaluation. Calculating the evaluation difference between the numbers δ-1 users and user α. It 
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need calculate δ-1 times. The credibility levels are graded for users according to the difference value. The 

formula of difference value between user β and user α is calculated as follows: 
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The wi represents the different users’ attribute weight.
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=∑ . If the users thought the response time 

attribute is more important, they would assign a larger weight for this attribute. The users are divided into 

different levels according to the difference trust value. The calculation process is as follows: 
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μ represents the gradient of division level. The trust level is in the range [0,μ]. The higher the user 

level is, the bigger the users’ evaluation weight will be. The weight is represented by wi.  
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wi is in the range [0,1]. When the value of wi is 0, it indicates that this user’s evaluation has no effect 

for the providers’ reputation. 

In order to make punishment measures for the legal evaluation, the credibility level will be determined 

by the security level. The user with high credibility can have a high security level. If the user with low 

confidence level wanted to get a higher security level, it would be required to spend more money. In this 

way, it can keep the user to evaluate the cloud services accurately. 

3.2 The Level Division of the Service Provider 

The services’ trusted value is decided by the users’ feedback evaluation. At present, there have been a lot 

trusted evaluation models about service. In the traditional calculation process, the users’ evaluation value 

has a same weight for the users’ trusted value. Then, this kind evaluation model will be attacked by the 

malicious users easily. Based on [11], the service trusted value calculation process is improved in this 

paper. 

First step, calculate and analyze the evaluation value of each service attribute. the user ci makes 

evaluation for the different attributes.  
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wσ represents the different weight for the different attributes. For service providers, it needs to 

calculate the direct credible value, the indirect credible value and the recommended credible value. 

Comprehensive value is given by the calculation of the three kinds credible value. There are u service 

providers participating in the direct evaluation for the service provider sj. Then calculate the direct 

credible value for sj. 
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( )t
i
f∇  represents the frequency degree function. Within the time range [t1, tk], the user who has a high 

frequency will has a high credibility in the direct credible value compute process. θ(t) represents time 

function. The service evaluation occur in the least distance operation point will show the service 

provider’s current service level. σI represent users’ different credibility weights. If the user had a high 

credibility, its weight would be big. 
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The calculation results of service reliability can’t be used as the only standard for the trusted level 

division. Then we will introduce the concept of center degree. The center degree can reactivate the 

relationship between the user and the service provider. 
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When sk has direct interaction with cj, a(sk, sj)=1; there is no interaction, then a(sk, sj)=0. ( )
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indicate the interaction activity degree in the cloud computing system. The higher the activity 

concentration degree is, the higher the service level will be. Operating frequency indicates the interactive 

times for the service providers. It can prevent users to give the mendacity evaluation for the providers. 

Center degree is another influencing factor for the service level classification. 

When the service has high credibility and low center degree, the users’ quantity is small. The 

providers’ trusted value is high, but this conclusion loses the objectivity. It is possible that the service 

providers take some measures to get high service levels. If the service providers have high center degree, 

they will have wide range types of users. Then its credibility value will be more objective and real. So the 

service providers with high center degree can obtain a high trust value level. The initial value of ( )
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is 0. With the interacting of the interactive number, ( )
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C s  will increase. When the center degree is 

more than a certain threshold, the service will get a higher level. 

The service level is divided according to the trusted value, and the classification algorithm is described 

as follows: 

The level divide of service (SP, SP1, int σ, int n, int α) 

// this algorithm divides provider levels and return the result of the classification in the end. 
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(2) The trusted value is ordered in ascending sequence and the result is stored in the entity set SP1. 
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P A  is 0 or 1. When the value of ( , )

i j
P A is 1, it represents that the service provider 

i
P  obtains the right to access to the j information of user A. If the value of γ was high, the service 

providers would have more authorities. The authority for the service provider 
i
P  to access to the privacy 

data is expressed as: 
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4 The Trust Interactive Process and the Algorithm Realization  

In the interaction process, some service providers declare that it has a high service capacity, but its 

trusted value is low in the fact. These providers may give the false QOS information to the users. Some 

providers with a low service capacity have a high trusted value; but its service price is cheap. They are 



Journal of Computers Vol. 30 No. 1, 2019 

147 

also a good choice for the users whose service requirements are not high and the economic ability is not 

strong.  

In the interactive process, some respects should be paid attention to: 

(a) The low trusted level providers should have few operating authorities for the users’ privacy data. 

(b)The users with low trusted level have low data privacy level. Users can choose the providers with 

same level or lower level. If the users need the service provider with a higher credibility level, they 

should pay more money. In this way, the illegal users will be punished. 

(c)The service providers with high trusted level have a high price [17]. This paper makes the attribute 

of the service completion time as an example to analyze the relationship between the service providers 

and the users. The service completion time exists rev(vt) function with service payment costs, as shown 

in Fig. 1. 

 

Fig. 1. The relationship of service revenue and time 

MP (the max price) is the upper limit value of the service price. MC (the max compensation) is the 

upper limit value for service compensation. [α, MPT (the max price time)] express that the fee should be 

paid in full. In the time range of [MPT, MCT (the max compensation time)], service prices decline with 

the increasing of time and the price will be reduced. When the time is θ, there is no price will be paid to 

the service providers. At this time, the price is equal to the compensation. In the time range of [θ, MCT], 

the service entities will compensate the user. MC is the highest threshold for the compensation.  

(d) Guarantee this model is dynamic. When the service provider entity finishes the interaction with the 

user entity, the system will update the credible value and the privacy information level for the users and 

services in the history record database. 

The dynamic level interaction algorithm based on trusted value is as shown in Fig. 2. 

 

Fig. 2. The relationship of entity based on dynamic level interaction method 
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The algorithm consists of three processes: 

Step 1: The user puts forward a service request. Then the system calculates the credible value for the 

user, assigns the user credibility level and determines the user privacy data level.  

Step 2: The system calculates the providers’ trusted value and assigns a credibility level for the 

provider. 

Step 3: According to the rules, the two entities establish an interaction. There are two kinds 

probabilities: ①. If the level of users’ privacy data is higher or equal to the service providers’ trusted 

level, then the interaction will be agreed. ② . If the level of users’ privacy data is lower than the 

providers’ trusted level, the users will need to pay much more money. In this way, the users’ malicious 

evaluation will be limited and the privacy data will be protected.  
The process of interaction (sci, spi, sc, sp, Csr, cr, cspr) 

input : sci, spi;   // enter user entity set sc, service entity set sp 

output: true, false;      // output the interaction result is successful or not 

Csr=sr(scj);             //gets the user’s credible value from the history record database 

δ=Formula3(Csr);    //calculate the difference of the user 

θ= Formula4(s);   //calculate the trust level for the user 

cr=Fq(req);          //get the user’s privacy information security level and the service evaluation weight 

sp
δ =Formula6(sp);    // make preliminary treatment for the service provider 

1
( , )
k

u j

t

c c s
DTV

→
=Formula7(sp);    //get the direct credible value of service provider 

cspr=Fq(req, sp);          //get the service trust level and the privacy information security level 

if(Fq(req)>=Fq(req, sp))  // if the user privacy data level is higher than the service level, then the user 

will be agree to interact with the user. 

update cr, pr, cspr;  // update the users’ trust level, privacy level, and service entity trust level 

return true;              //interactive success 

} 

else if 

{ 

  users to pay more money;     // the users agreed to pay more money  

return true;                       //interactive is successful 

} 

return false;             // interaction is failed 

 

4 Results and Analysis 

In this section, to verify the effectiveness of our method, we conduct a series of experiments. The cloud 

simulation system Cloudsim3.0 as the simulation experiments’ platform, Java language as a 

programming language. Related configuration: Pentium (R) DuanCore 2.1 GHz CPU 4GB memory, 

500GB hard disk, Windows 10 operating system; the development environment is IntelliJ IDEA 2017. 

The experiment involved two kinds of entities: SC, user entity, SP, service entity. User entities are 

classified as trusted entities (the evaluation is true) and malicious users; Service entities are classified as 

trusted service entities and mendacious service entities. 

Experiment 1: the effect of computing the users’ trusted value in this model. There are three kinds of 

user entities (Fig. 3), user entities SC1: trusted users accounted for 100%; user entities SC2: trusted users 

accounted for 70%, non-trusted users accounted for 30%, user entities SC3: trusted users accounted for 

55%, malicious users accounted for 45%. The service entities are trusted entities. In the process of 

interaction, observe the different changes of the trust value of the three type entities. 
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Fig. 3. The trusted value for three kinds of users 

With the increasing of the interaction number, the trust value of SC1 remained a stable state. The trust 

value is 1.0. The trust value of SC2 decreased gradually. There are some users making malicious 

evaluation. The difference of the change between SC2 and SC3 user entities shows that the uses entities 

with bigger proportion malicious users have lower trust values. The experiment 1 shows that this model 

can reflect the change for the different kinds users accurately. It is the basis for the next experiments. 

Experiment 2: the effect of filtering illegal users in this model. The service provider’s ability changes 

dynamically in this experiment. The service ability will be raise gradually. The malicious users will do 

negative evaluations (the value is much lower than the actual service performance). From Monday to 

Wednesday, the service entities’ capability keeps a stable state; the service capacity is increasing 

gradually from Thursday to Sunday. Compare the change of the trust value in different models. The 

model proposed in this paper marked as model A, and the comparison model proposed in [13] marked as 

the model B. The same users interact with the two models at the same time (Fig. 4). 

 

Fig. 4. Simulation result 1 for the experiment 2 

For model A, from Monday to Wednesday, the service quality tends to be stable and the service trusted 

value tends to be stable. From Thursday to Sunday, the trusted value of the service is increasing. For the 

model B, the malicious evaluation can’t be filtered. From Monday to Wednesday, the service capability 

is stable, but the trusted value of the service has a downward trend. From Thursday to Sunday, as the 

service quality improved gradually, the service’s trusted value is increased. But the rising process is 

slower and not obvious.  

Three kinds of user entities interact with the model A. Observe the changes of the credible value. 

As shown in Fig. 5, three groups of users interact with the model A at the same time. The trusted value 

of service providers is increasing gradually and the difference is getting smaller among the different 

types of user entities. For the user entities SC1, the trusted value can reflect the service capacity. For the 

user entities SC2 and user entities SC3, the trusted value is lower than the user entities SC1 at the 

beginning of the interaction. User entities SC3 have a larger proportion of malicious users. Their trusted 

value is the lowest. In model A, the evaluation weight of malicious user is reduced. The malicious users 

make a little weight for the trusted value, then the trusted value has an upward trend. This experiment 

result shows that the model A can filter out the malicious evaluation for providers by reducing the 

malicious users’ evaluation weight. It can improve the accuracy of service evaluation. 
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Fig. 5. The trusted value from three kinds users 

Experiment 3: the effect of privacy data protection. In this experiment, the user entities are all trust 

users. The proportion of the trust service entity is 90% and the proportion of the malicious service entity 

is 10%. In the process of interacting, the destroyed times of data will be recorded. The contrast model 

selects the trusted interaction model which proposed in the literature [8]. The experimental results are 

shown as Fig. 6. 

 

Fig. 6. The damaged times for different model 

We can make a summarize from the experiment results, model B can’t reduce the damage rate and the 

damaged times are rising with the interaction times. Because it can’t limit the operation rights of 

malicious providers. The model A can reduce the credible value of malicious service provider and limits 

their operation rights. The malicious providers have fewer rights to access to the privacy data. With the 

increasing of interactions times, the operation rights of malicious providers are limited and the damaged 

times of privacy data are reduced in a certain extent. This experiment results show that model A proposed 

in this paper can reduce the damage rate effectively. 

5 Summary 

In the dynamic cloud computing environment, the service entities and the user entities have a complex 

relationship. The malicious service and users will affect the interaction results. This paper divides two 

kinds entities into different levels. First of all, it filters out the illegal users’ evaluation by reducing the 

evaluation weight; the second, it determines different privacy data levels for different users. The last, it 

makes rewards and punishments according to the user’s behavior. Through the experimental verification, 

this model can grad the levels according to the trusted value and limit the access rights of service 

providers. It can reduce the damage rate of the privacy data and provide an effective new idea for the 

interaction between users and services providers. 

But the new entities have no history data, we can’t divide levels for them in this paper. The next step 

will make a detailed study about how to divide the trusted level for new users and new service providers. 

It will improve the dynamic interaction model further. 
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