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Abstract. The BP neural network algorithm is a commonly used technique in the classification 

field of pattern recognition, which iterates training samples continuously to obtain the decision 

boundary, until the error reaches the convergence precision. However, due to the extensive 

redundancy of training samples, this carpet-like training method can easily lead to slow network 

convergence and low classification performance. In this paper, from the view of sample, a novel 

BP training method called improved BP Classifier algorithm using Distance for Sample 

Reduction (DRBP) is proposed. Through the sample weight to get the new training sample, 

which are the near of the classification interface like support vector, and then iterative training 

BP classifier to solve the classification issue. The main function of this method is to keep the 

original sample information, realize the sample reduction, and improve the generalization ability 

of the BP neural network. First, point sets is used to visualize the training process. And then use 

10 sets of the University of California Irvine (UCI) to verify the effectiveness and superiority of 

our experiments. Finally through Cross-validation, the classification error rate of 10 sets of UCI 

datasets tested by DRBP training method is lower than that of standard BP neural network 

(STBP). So the result of the experiment showed that the method of the combined distance 

sample reduce with BP network can significantly enhance the generalization ability of BP 

network.  

Keywords:  BP neural network algorithm, classification interface, sample reduce, support vector 

1 Introduction 

The BP neural network has the advantages of simple structure, strong parallelism, low computation and 

self-learning function in the past research of artificial neural network model. It has been paid more 

attention by many researchers and research institutions [1-3]. However, as to a good pattern classification 

system, in addition to having a good classifier, good data set is also important. As we known, most of the 

original data sets contain many redundant samples, which not only meaningless to the training of 

classifiers, and their presence will consume a large amount of computing time, thereby reducing the 

whole convergence speed of classifier training. So through the data set, some methods about data 

reduction improving the classification performance has been studied by many researchers [4-6]. 

K. Nikolaidis and J. Y. Goulermas proposed a boundary protection algorithm named a class boundary 

preserving algorithm for data condensation (CBP) [7]. This method divided all data into boundary data 

and non-boundary data. The main idea of this method is to protect the boundary data and remove the 

non-boundary data. Although CBP has reduced the data set to a large extent, the complete removal of 

non-boundary samples can result data set information loss. 
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In order to obtain a better classification effect, Lei Yu et al. proposed a sample method based on 

sample weight, named Stable Gene Selection from Microarray Data via Sample Weighting (SW) [8]. 

Actually, this idea of based on sample weight has proposed long before. Such as the condensed nearest 

neighbor rule (CNN) [9], the reduced nearest neighbor rule (RNN) [10], and an algorithm for the 

selective nearest neighbour decision rule (SNN) [11]. However, all these methods suffers from several 

drawbacks such as large computational complexity, low classification efficiency and poor ability of noise 

tolerance. In order to overcome these problems, many research programs have been proposed by 

researchers in recent years. 

The more typical methods is the prototype selection of the nearest neighbor classification proposed by 

Garcia et al. [12], which cited a number of nearest neighbor data reduction classification algorithm 

articles. It is a general summary of the previous classification based on the proximity method. There are 

also some support vector machine (SVM) methods have been proposed, such as Tsai and Che-WeiChang 

proposed Support Vector Oriented Instance Selection for text classification (SVOIS) [13], and Chen et al. 

proposed Fast instance selection for speeding up support vector machines [14]. This SVM methods is 

based on the concept of classification boundary, and select the support vector from the original training 

samples. So that the division of the support vector is equivalent to the division of the whole sample data. 

But this method only consider the support vector, while ignoring most of the samples, and similar to the 

border protection law that mentioned above, it is also very easy to cause data sets information loss and 

cause over-fitting. 

Last year, it was suggested that a new kd-tree approach to data reduction [15]. However, when the data 

set is too large, the structure of this method is too complicated, easily lead to over-fitting problems. The 

recently published method of dynamic data reduction (DDR) [16] is also an algorithm based on 

classification boundaries, but the method of random reduction data is used in this paper. Although the 

speed of convergence of the network will be improved to some extent, some samples that play an 

important role in classification can be removed at the same time, resulting in the lack of information on 

the data set and impacting on the classification performance. 

In the past, the goal of training BP neural networks is to obtain the minimum value of the cost function 

by training a large amount data set. In this paper, a novel instance selection method for BP classifier, 

called improved BP Classifier via Distance for Sample Reduction (DRBP) is proposed. DRBP mainly 

borrows the idea is merged the data reduction and BP classifier training into a stage. Specifically, before 

the network training, through published the correct classified samples, and the same time, rewarded the 

misclassified samples, obtaining redundant samples from original samples, thus removed the redundant 

samples. And then the BP network is trained with reduced samples until the cost function converges to a 

predetermined minimum.  

Unlike the previous of boundary protection algorithm, the DRBP attempts to obtain the boundary 

samples by dynamic update sample weight, and this classifier achieves the ability to improve the 

generalization of the network, on the basis of the sample reduction. Compared with the amount of 

calculation of this computation which the distance between all nuclear sample and all boundary sample 

[17] and a method Adaptive Pseudo Nearest Neighbor (APNN) [18], if the data set has N categories, the 

classifier can reduce the amount of computation by N times.  

2 BP Classifier Based on Sample Reduction 

2.1 The Basic Principle of BP Classifier 

When the BP neural network is used to deal with the classification problem, the quality of the sample 

data directly affects the training rate and the network performance. In general, there are at least three 

criteria for measuring good data sets: (1) facilitating classifier training; (2) minimizing redundant data; (3) 

ensuring network training efficiency. 

The standard three-layer BP neural network is composed of input layer, hidden layer and output layer. 

As shown in Fig. 1, first, perform a feedforward pass, computing the activations for each layers. Next, 

perform backpropagation, computing the error term for each layers. Finally, calculating the weight 

gradient, and then update the weight. Iterate above steps until the cost function values converge. 



Journal of Computers Vol. 30 No. 2, 2019 

3 

X1 X2 Xi Xn

Y1 Y2 Yj Yh

Z1 Z2 Zm

... ...

...

...

...

 

Fig. 1. Schematic diagram of a standard BP network [19] 

Although the standard BP neural network self-learning ability is very strong, for the whole 

classification performance, because of the sample data may have some problems, the generalization 

ability of the network still needs to be improved. 

As shown in Fig. 2(a), this is a simple classification data sets distribution. It is clear that most of the 

central cluster samples are not necessary as training samples for the next iteration, only a few samples 

near the classification interface are valuable. When the data sets are too large or too concentrated, that is, 

the data fluctuation is small. If these sample sets are directly used as training sets, not only the 

classification interface of the network is oriented towards the centers of the classes, so that the error rate 

would increase, and reduce the overall generalization ability, but also increased the training time of the 

network. 

As shown in Fig. 2(b), this is the classification interface distribution of the data sets. The process of 

training the BP network is to adjust the process of training the classification interface in the yellow, green 

and blue regions of above the figure, aim at the three classes samples of black, blue and red are 

maximum distribution on both sides of the classification interface. Obviously, these nuclear samples that 

far away from the classification interface is easily classified into the correct classes, and these boundary 

samples that near the classification interface is easily classified into the error classes. In addition, we can 

also find that these nuclear samples accounts for the majority. However, these nuclear samples have little 

effect on the adjustment of the classification interface, and the sample which really affects the 

classification interface is boundary samples, which are easily misclassified and near the classification 

interface. When training the classifier, more boundary samples and less nuclear samples, the network 

training time and network generalization ability both improved significantly. In the early training 

network, the optimization of the sample sets is particularly important. 

 

Fig. 2. Sample and classification interface distribution 

2.2 The BP Classification Model Based on Sample Sets  

Based on the above principles, this paper combines sample reduction with BP classifier. Filters samples 

before training the BP classifier, that is, removes the redundant samples to achieve the purpose of sample 

reduction. Fig. 3 is the Algorithm 1: DRBP algorithm. 
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Fig. 3. DRBP algorithm 

The operation is as follows: First, give each original sample an equal initial weight, and according to 

the sample weight for subsequent new sample selection. Initialize the original sample into the new 

training sample. Next, training the BP network with the new training sample and then testing the trained 

network with the original sample, through the output of the incorrect classified samples and the correct 

classified samples, dynamically update the sample weight. After updating the sample weight, the sample 

weight is required to be normalized. Then, according to the size of the sample weight, all the original 

samples are divided into the boundary samples and the nuclear samples. In order to reduce the data fitting, 

except all the boundary samples are taken as new training samples for the next iteration, the nuclear 

samples near the boundary samples are also used as new training samples. Finally, the process is repeated 

until the output error rate reaches the convergence accuracy.  

2.3 Sample Reduction Based on the Distance 

The above section describes the entire BP Classification Model Based on Sample Sets. Next, the main 

question in this section is how to remove the redundant samples from the previous iteration sample to 

achieve the purpose of sample reduction. That is, this section is aims to describe the process of sample 

reduction in detail. In this section, the sample reduction is divided into two parts. One is how to obtain 

new training sample, which is the whole framework of the sample reduction. The other is nested under 

the framework of the sample reduction, how to obtain the nuclear sample near the boundary sample. That 

is, apart from all the boundary samples, find the remainder of the new training sample. 

2.3.1 How to Get the New Training Samples 
new

X  

The process of obtaining the new training sample is the process of reducing the sample. That is, the 

process of eliminating the redundant samples. At the beginning of the iteration, because the BP network 

is randomly generated, and the result of classification is not ideal. At this time, boundary sample 

occupies the majority, and then set a threshold b, when the number of the boundary samples 
bad

X is 

greater than this threshold, all the boundary samples directly act as the new training samples 
new

X of the 

next iteration. 

 ,
new bad bad

X X X b= ≥ . (1) 

Because the boundary samples are the most valuable new training samples, so the boundary samples 

are the best new training samples when selecting new training samples. However, as the iteration 

increases, the boundary samples will be less and less, too less training samples can lead to over-fitting of 



Journal of Computers Vol. 30 No. 2, 2019 

5 

the network. Therefore, when the number of the boundary sample is less than the previously set the 

threshold b, if only use to the boundary samples as the new training samples of next iteration will cause 

the network turbulence. In order to prevent this phenomenon, at this point, on the basis of the use of all 

the boundary samples, must be according to the size of the European distance, select the appropriate 

amount of the nuclear samples near the boundary samples together as the new training sample of the next 

iteration.  

 tan _ ( , )selects bad goodX dis ce reduction X X← . (2) 

 
,

new bad selects bad
X X X X b= ∪ <

. (3) 

Of course, we also takes into account a situation that the distance threshold is dynamically expanded if 

the number of new training samples still does not meet the minimum. 

 good bad good badD D dD
↔ ↔

= + . (4) 

Saving the distance from the boundary sample to the nuclear sample by classes, and then, through the 

distance, obtained the nuclear samples near the boundary sample as the new training samples. If the total 

number of new training samples is still very small, dynamically expand the distance threshold good badD
↔

, 

so that more nuclear samples near the boundary samples are selected, and to meet the requirements of 

more than the minimum training sample. Finally, there is a situation that is easy to overlook, when the 

classification interface can be completely classify each sample, immediately stop training, otherwise it 

will increase the unnecessary training time. Fig. 4 is the Algorithm 2. 

 

Fig. 4. Sample reduction algorithm 

This algorithm is a process of obtaining the new training sample. For each training, if the boundary 

sample is empty, that is, there is no misclassified sample, indicating that the classifier has been able to 

classify the sample completely, so at this time, need to jump out of the cycle. If the number of boundary 

samples exceeds a relatively large threshold, all boundary samples will be used as the new training 

samples. As the training iterations continue, the boundary samples will gradually decrease. When the 



Improved BP Classifier via Distance for Sample Reduction 

6 

boundary samples are smaller than the thresholds, the Algorithm 3 is run (Fig. 5). Get the nuclear 

samples near the boundary samples, and then all the boundary samples together with it formed the new 

training samples. 

 

Fig. 5. Sample selection algorithm  

2.3.2 How to Obtain the Selected Samples 
select

X  in Nuclear Samples 

The selected samples 
select

X  is part of the new training sample, which is determined by the Euclidean 

distance between the boundary samples and the nuclear samples in the same class. First, calculate the 

centroid for each classes. 
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∑
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Here the 
l

ave  indicates the centroid of the class l,S represents the total number of classes, m is the 

number of samples, and i
x  is the sample i. 

And then select the appropriate selected samples by performing the following cycle: The specific 

selection process is divided into two cases: (1) When all the samples of some classes are boundary 

samples, or when the few of samples are nuclear samples while the vast majority of samples are 

boundary samples in some classes, calculate the Euclidean distance from the nuclear samples to each 

class centroid. 

 
2

1 1

( , )
m S

i
good l

i k

D X ave x ave

= =

= −∑∑ . (6) 

Where i
x  is the sample i in goodX , and m represents the number of nuclear samples. The results only 

retained the nearest Euclidean distance from the every nuclear samples to the centroid of each class. And 
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then, set a threshold good aveD
↔

, take the goodX which it`s Euclidean distance less than the threshold 

good aveD
↔

 as 
select

X . (2) The second case is the most common case, that is, after iterating many times, 

most of the samples are nuclear samples, and the boundary samples are basically distributed in the 

vicinity of the classification interface. At this time, directly calculated the Euclidean distance between all 

the nuclear samples and all the boundary samples. 

 ( ) ( )

2

1 1

( , ) i j

m n

good bad k k
i j

D X X x b

= =

= −∑∑ . (7) 

Where ( )i
k
x  represents the nuclear sample i belongs to class k, ( )j

k
b  represents the boundary sample j 

belongs to class k, m represents the number of nuclear samples, n represents the number of boundary 

samples, one nuclear sample goodX  retains only the nearest distance to all boundary sample 
bad

X . And 

then set a threshold good badD
↔

, take goodX  which it`s Euclidean distance less than the threshold 

good badD
↔

as 
select

X . The following is the Algorithm 3. 

The algorithm first calculates the centroid for each classes for later use. For each sample, if there are 

certain classes of all samples are belongs to the boundary samples, or most of the samples are boundary 

samples. In this case, calculate the distance of all nuclear samples to the class of centroids, and sort by 

ascending order of distance, obtain nuclear samples that smaller than the distance threshold good aveD
↔

as 

selected samples. If the boundary samples and the nuclear samples are evenly distributed in each classes, 

for each class: calculate the distance of all nuclear samples to the boundary samples, and each nuclear 

sample only retains a nearest distance. The distance of all retained nuclear samples are sorted by distance 

ascending order, Obtain nuclear samples that smaller than the distance threshold good badD
↔

 as selected 

samples. 

Finally, using the selected samples and all the boundary samples to form a new training sample, and 

iterate step4 of the BP classification algorithm based on the datasets until we train a BP classifier with 

strong classification ability. 

After trained BP classifier, test it by the test sets and get the classification results. 

3 Experimental Analysis 

In this section, we will explain the experiment in detail. By compared with the standard BP neural 

network, shows the superiority of our algorithm. This section is divided into four sections. First, in 

Section 3.1, we describe the preparation of the platform, datasets, language, etc. And then in Section 3.2, 

through the visualization, we prove the validity of our algorithm on the point sets. In section 3.3, we 

shows the validity of our algorithm on the official UCI classification datasets. Finally, in Section 3.4, we 

gives a concise description of our algorithm and a vision for our future development. 

3.1 Experimental Environment and Data Set 

Our experiment has two data sets. One is the point sets made by ourselves, which the role is to facilitate 

visualization. The other is UCI, the data sets can be downloaded directly from the Internet, the link 

address: Http://archive.ics.uci.edu/ml/datasets.html. Through this classification data sets, to prove the 

superiority of our algorithm. 

In order to achieve the visualization of the experimental results, we set up the data sets Data_Point. 

The Data Point has three classes, each class has 400 samples, so the data sets has 1200 samples. Shown 

in Fig. 2, the nuclear samples of each category in the data set are relatively concentrated, and the 

boundary samples are relatively sparse. Because the UCI datasets has many types of data sets, so in our 

experiment, we did not use all UCI datasets, only randomly selected part of the data sets to test. 

All the data sets in this experiment are trained on the shallow neural network. The experiment on the 

computer configuration requirements are not high. The use of the environment is Matlab and windows, 

operating conditions are easy to meet. 
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3.2 Data Point Datasets Experimental Analysis 

The main idea of this experiment is to combine the sample reduction with the classifier into a whole. 

During each iteration, the training samples are dynamically updated, and the easily classified samples and 

the difficultly classified samples are treated differently. In the data reduction, the main idea is based on 

the Euclidean distance reduction, according to the size of the European distance, select the nuclear 

sample near the boundary sample. The selected nuclear samples were combined with all the boundary 

samples to form new training sample, and the BP network was trained with the new training samples to 

complete the classification problem. 

The main parameters of the experiment are as follows: training samples train_x and test samples test_x 

are both 600, the network structure is 2-3-3, the number of network iterations is 500 times, the sample 

weight range [0.2,1]
i

xw ∈ , The threshold distance good badD
↔

 between the nuclear sample and the 

boundary sample is 8, The threshold distance good aveD
↔

 between the nuclear sample and mean of the 

boundary sample is 10, the threshold distance incremental coefficient dD=2. 

In this experiment, through the sample weight, distinguish between the nuclear sample and the 

boundary sample. When the sample weight is equal or greater than 0.5, the sample is classified as a 

boundary sample, when the sample weight is less than 0.5, the sample will be classified as the nuclear 

sample. The entire sample weight is divided into four ranges: [0.2, 0.4], [0.4, 0.6], [0.6, 0.8], and [0.8, 

1.0], the weight of the different ranges is represented by four colors of green, yellow, pink and red. 

Through several iterations training, training sample weight distribution map shown in Fig. 6. 

 

Fig. 6. Sample weight distribution map 
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As shown in Fig. 6, with the number of the iterations increases, the green samples are getting more and 

more, and most of them are distributed in the center of the class. The yellow and pink samples which 

have the middle size weight basically disappeared at the end, and the red samples which has the largest 

weight gradually decreased, besides, the distribution gradually moved closer to the middle boundary. 

This shows that as the number of iterations increases, the sample weights are gradually polarized, and 

more samples are classified, while the difficultly classified samples are getting less and less. What`s 

more,the difficultly classified samples are generally in the vicinity of the classification interface. So that, 

in each iteration training, each sample weight map corresponds to a sample selection map. Fig. 7 is the 

new sample selection map which is diagram consistent with Fig. 6. Among them, the red sample, the 

black sample and the blue sample represent different classes of samples, and the yellow sample 

represents the new training sample. 

 

Fig. 7. New sample distribution map 

As shown in Fig. 7, when iterated to the 10th time, the selected yellow samples are the majority, and 

then, with the number of iterations increases, the yellow sample gradually decreases and tends to stable. 

At the same time, the yellow samples have been moving closer to the middle boundary position, which is 

the place distributed by some sample with larger weighs in Fig. 6. This shows that in the early iteration, 

the classification of the network is very low, and there are many samples that are difficult to classify. 

Therefore, there are many samples that need to be newly trained. Later, with the number of the iterations 

increases, the classification of the network is improved and the number of samples that need to be 

selected as retraining is reduced. 
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With the number of the iterations increases, the difficultly classified samples will be decrease, in order 

to prevent the phenomenon of the network over-fitting, we must dynamically change the distance 

threshold to increase the number of selected samples, thereby, ensuring the stability of the network. Fig. 

5 shows the whole iteration process, and comparison of the number of new samples and the number of 

classification difficult samples, in which the red curve shows the new training samples, and the blue thick 

curve shows the difficultly classified samples. 

It can be seen from Fig. 8. On the one hand, at the beginning of the iteration, there are so many 

difficultly classified samples, so there are so many new training samples, however when iterated to 50th 

times or so, the number of these two samples tends to be stable. On the other hand, our data set as shown 

in Fig. 2(a), the entire data set is not linearly separable, that is, this data set is noisy. In general, this noisy 

data set in the iterative process is very easy to have local fluctuations, that is, there will be local 

turbulence. However, from Fig. 8, as the iteration continues, the number of new training samples and the 

number of classification difficult samples does not appeared in the case of periodic turbulence, indicating 

that this training method through DRBP not only converges faster but also reduces the periodicity 

fluctuations make the network more stable.  
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Fig. 8. Comparison of the number of new samples and the number of difficult samples 

To evaluate the performance, we have trained the BP with three difference algorithms in point datasets, 

and drawn the curve of test error versus the number of iterations, corresponding to the average of the 

resultant classifiers, as shown in Fig. 9. These result suggest that DRBP can perform the better 

effectiveness than CBP and DDR. Or say, a classifier BP with DR processing have a higher detection 

accuracy and a faster convergence rate than ones with other data processing. 

 

Fig. 9. Test error rate 
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3.3 UCI Datasets Experimental Analysis 

Through the experimental analysis of the Data_Point datasets, we can visually see the whole process of 

the distance-based sample reduction algorithm. And now,verify the feasibility of our algorithm through 

the official UCI datasets. Selected 10 sets of UCI datasets to experiment, and the data used are shown in 

Table 1. 

Table 1. Data set properties 

Data Set Number of train samples Number of test samples Feature dimension Number of classes 

Glass 105 105 7 3 

Iris 50 50 4 3 

Lir 10000 9993 16 26 

Seeds 105 105 7 3 

WF 2500 2499 21 3 

Wine 89 88 13 3 

Forest 260 263 27 4 

IP 90 89 34 2 

CMC 700 773 9 3 

Diabet 600 600 19 2 

 

In this experiment, we recorded the classification results of Standard BP (STBP) and BP Classifier via 

distance for sample reduction (DRBP) under the same experimental conditions. The classification results 

are reflected from four aspects, Mean square error (loss), Training set average error rate (train_avg), 

testing set average error rate (test_avg) and running time (time). Each group of experimental data is taken 

from the average of 10 groups of training results, the specific experimental results in Table 2. 

Table 2. Classification of different training methods 

STBP DRBP 
Data Set 

Loss Train_avg Test_avg Time Loss Train_avg Test_avg Time 

Glass 0.0416 5.71 6.67 0.95 0.0368 2.86 4.76 1.69 

Iris 0.0474 2.00 2.02 0.82 0.1030 0.00 0.03 1.37 

Lir 0.1446 18.21 20.10 493.03 0.1426 15.38 17.29 527.48 

Seeds 0.0317 2.86 5.71 2.67 0.0283 0.00 2.86 4.61 

WF 0.0844 11.36 14.25 32.48 0.0845 11.32 13.85 51.44 

Wine 0.0045 0.00 2.27 0.87 0.0193 0.00 0.01 0.39 

Forest 0.0289 2.69 16.35 13.63 0.0438 2.69 12.55 20.66 

IP 0.0503 5.56 33.71 1.89 0.0887 6.67 31.46 1.58 

CMC 0.2343 35.57 44.89 13.36 0.2416 35.71 44.76 15.24 

Diabet 0.3586 53.17 52.99 2.33 0.4995 46.83 47.01 2.88 

 

From Table 2, using DRBP trained results is greater than using STBP trained results at almost the 

same circumstances. Because training classifier with DRBP, only the nuclear samples near the boundary 

samples and the boundary samples are trained in every iteration, and most of the redundant nuclear 

samples are not used. However, even in this case, when comparing the error rates of the two training 

methods, the test set average error rate use DRBP trained both lower than the test set average error rate 

use STBP trained. And except for IP data set, DRBP train set average error rate is also lower than the 

STBP train set error rate. Indicating that the DRBP training method is practicable. In other words, this 

training method, which focuses on the boundary samples and weakens the nuclear samples away from the 

classification interface is practicable. Experimental data show that this DRBP training method does 

improve the generalization ability of the network. 

3.4 System Assessment and Future Outlook 

The BP neural network classification algorithm based on distance sample reduction (DRBP), 

distinguishes between the boundary samples and the nuclear samples, through rewarding the sample 

weight of the classification wrong and punishing the samples weight of classification true. The samples 
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which have large weights as boundary samples and the samples which have small weights as nuclear 

samples. And then focus on training the sample near the classification interface, weakening the role of 

the nuclear sample which away from the classification interface. Using point sets visualization 

experiments and using UCI data sets shows that this DRBP training method is a kind of BP neural 

network training method with better classification and performance. However, in the selection of nuclear 

samples near the boundary samples, although the distance between all the nuclear samples and the 

boundary samples is calculated synchronously according to the different classes, the computational 

complexity has been reduced on the basis of guaranteed efficiency. But this is needed to be optimized, 

and follow-up studies can focus on finding a more concise approach to preserving all nuclear samples 

near the boundary sample. 

4 Conclusion 

In this paper, we mainly achieve distance based sample reduction. That is, focus on the protection of the sample 

near the classification interface. First, the nuclear samples near the boundary samples are selected by distance, and 

then using the selected nuclear samples combined with all the boundary samples to form new training samples. 

This method of screening new training samples can be done on the basis of protecting the vast majority of sample 

information, eliminating the vast majority of redundant nuclear samples. Through the point set visualization, we 

can visually clearly see the whole sample reduction process, besides, we compare DRBP with other data reduction 

method in point sets. Then we use the UCI data set to compare the experimental results of STBP with DRBP, to 

verify that the proposed method has the advantages of fast convergence and high precision. 

 In the future work, we plan to develop additional sample reduction algorithms under the general framework and 

study their effects on different sample selection methods. The main idea can be from two directions, one is 

combined with other classifiers. Since the sample reduction is not limited to the field of classification, but also can 

be applied to the fields of regression and clustering as well. In order to apply the method of data reduction to a 

wider area, these sample selections with different pattern recognition algorithm need to be extended. The other is 

find a better method of data reduction based on this framework. This question should be attributed to how to 

remove redundant samples from the original sample faster and more efficiently, and how to find redundant samples. 

Therefore, this general direction, subsequent studies can be expanded around the adaptive tuning of the reduction 

parameters in this framework, that is, simplify the parameters in the process of sample reduction of BP neural 

network, thus speeding up the convergence speed. 
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