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Abstract. Earthquakes are sudden natural disasters that endanger people’s lives and properties all 

around the world. Although much work has been done in the field of prevention of such 

damages via timely prediction the work needs to be tailored to the area-specific dataset for 

optimum accuracy. With the time series seismic event data of Chiang Mai for 4 years, we focus 

our study to provide a prediction of future earthquakes here by using z-normalization and a 

polynomial constraint in DTW on CUDA-enabled accelerators. By comparing polynomial 

constraint to Sakoe-Chiba Band as well as Itakura band, we have verified our work to have 

reduced the percentage of computational time and improved accuracy. The aim of this paper is 

to demonstrate a prediction accuracy of 0.95. 

Keywords:  Itakura Band, polynomial constraint, Sakoe-Chiba Band, time series, Z-

normalization 

1 Introduction 

Natural disasters are a destructive phenomenon that occurs beyond our control. They are catastrophic and 

not only take thousands of lives but also cause a lot of financial damage in properties. Earthquakes are 

one of several such geological disasters. Since these calamities are so spontaneous and damaging, the 

only way to defend ourselves is to be prepared. It is of the utmost importance for the safety of human life 

to be able to mitigate the damages by being well informed. Therefore, in this paper we focus on the 

prediction of earthquakes.  

These days with inventions such as geophones, seismometers and accelerometers, it is easy to record 

seismic data. However, it is important to figure out how to efficiently utilize such data for profitable 

results. When it comes to prediction, one of the most reliable methods is to use time series data. It is an 

orderly collection of data sets pertaining to many possible measurements. Most of the current time series 

recognition systems are based on the pattern comparison of whole words. For example, in acoustic 

analysis, speech is represented as a temporal sequence of feature vectors that is compared with the stored 

comparison patterns of all the words in the vocabulary using an appropriate distance metric. One of the 

major problems with the classification of words is the distortion of timing. Time series recognition is the 

basis of time series mining and becomes one of the most studied areas in the time series mining literature 

[1]. 
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A word does not have to be pronounced by different people to have the same meaning. The problem of 

time coordination is seen to be solved by dynamic programming, which can be used to determine the best 

assignment of the time axes of an unknown word to each comparison pattern. 

In our case, we used the datasets available from the Incorporated Research Institutions for Seismology 

(IRIS) database collected by using data from an accelerometer. The only unit that we considered is 

acceleration. Our aim is to determine the patterns seen in previous earthquakes in order to train a system 

to be able to identify the symptoms well in advance. In order to do so, finding similarities between two 

time series is a necessary step. Similar approaches can be seen in other data mining applications, in fields 

such as medical, business or scientific work. 

We propose the use of Dynamic Time Warping algorithm for our time series data along with the 

introduction of a polynomial constraint, not only for forecasting abrupt earthquakes but also the many 

aftershocks that are sure to follow. We intend to implement a fully functional earthquake prediction 

system, which could prove to be useful in many future fields of research as well. 

2 Related Works 

In the course of our research for previous work relating to this field, we found several different 

approaches pertaining to the prediction of earthquakes. For instance, [2] employs the use of soft 

computing. In their work, they attempt to make a comparison in the use of non-linear time series data via 

multiple methods. Similar to our work, they considered only the earthquake acceleration value from their 

dataset. They utilized Takens’s theorem in order to embed the time series data and calculate the time lag 

accordingly. After this, they deduced the dimension of the state space by selecting the dimension that 

showed the most chaotic behavior. They concluded that Neural Network and GMDH methods were the 

fastest in prediction, however, they could not present good results for any data with highly chaotic 

characteristics such as logistic mapping. 

In [3], we can see a different approach via FFT (Fast Fourier Transform). Their research involved 

monitoring vibrations from various ranges, such as from the hypocenter to the selected area for prediction 

with normalized amplitude. Next, the waveforms were done by using cross-correlation and with the use 

of FFT, vibration is predicted. However, the drawback of this method was that the FFT computation uses 

a lot of the processor time. Following further work in early earthquake prediction is [4]. Here, they 

started with the extraction of six representative predictive indexes in terms of time, space and intensity. 

Then, they used a three-layer BP neural network for the prediction modeling with parameter optimization 

based on PSO and IPSO algorithm. Finally, they compared the training based on the training 

convergence. 

While there are many methods to deal with time series data, we chose dynamic time warping as we 

found that the similarity matching feature was the most suitable for our work. In [5], we can see an 

improved DTW algorithm by adapting the Sakoe-Chiba band into the parallelogram band. It is done with 

the aim to reduce computation time which is also one of the features of our work. In the same vein is [6], 

with the use of DTW in Pattern Recognition of ECG Changes in Heart Rhythm Disturbances. They used 

DTW for electrocardiograms (ECGs) changes, which is a powerful algorithm in terms of precision but 

takes too much time to run through the data without constraint. Therefore, we chose to introduce a 

polynomial constraint to improve the accuracy while handling our time-series data by using DTW to 

reduce computation time. 

3 Dataset 

The dataset used in this paper has been taken from the Incorporated Research Institutions for Seismology 

(IRIS). The data is in SEED format version 2.4. It has been collected from the station IU CHTO (Chiang 

Mai, Thailand) with 3 channels (HH1, HH2, and HHZ). The seed volume spans four years i.e. from 2014, 

August 16, 07:02:34 to 2018, August 6, 22:16:15. In total, it contains 221,030,314 data points. The data 

is collected with the epi-sensor accelerometer model FBA_ES-T. In SEED format, it has the structure as 

shown below: 

In Fig. 1, the SEED file consists of 5 layers. First, the volume index control header contains 

information about the time of the data, logical record length, and format version of the logical volume. 



Chiang Mai Earthquakes Prediction: A Dynamic Time Warping Embed the Polynomial Contraint 

70 

Next, the abbreviation dictionary control header contains the definitions of abbreviations used in the 

other control headers. Following that, the station control headers contain the operating characteristics for 

a station as well as its channels. Next, the Time span control headers contain the time span in which the 

time series data are recorded. Finally, it consists of the time series data within those time spans. 

 

Fig. 1. Data structure of SEED file [9] 

In Fig. 2, samples are read with libmseed library. The first row shows the headers consisting of the 

station control header and the time span control header. It provides auxiliary information about the 

volume, the station-channels, and the data of each time spans. The raw time series data that we used 

follows the headers. 

 

Fig. 2. Samples of accelerometer data during a span of time 
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4 Algorithms 

Following are the detailed algorithms utilized in this project:  

4.1 Z-normalization 

Z-normalization [10] is a necessary pre-process before DTW. In most cases, the results from DTW will 

be very poor without z-normalization. As you can see in Fig. 3, if you look at the two time series before 

z-normalization, it is obvious that they have very similar patterns and also almost the same mean and S.D. 

However, when DTW is applied to these series, the resulting match is completely incorrect as without z-

normalization, DTW will automatically choose the nearest distance despite the inaccurate distances in 

real practice. 

 

Fig. 3. Example of problem without z-normalization [11] 

 ,

i

i

x
x i N

μ

σ

−
′ = ∈  (1) 

From equation (1), xi = {x1, x2, x3, ... xn} where i ∈ N is a set of time series containing n data.  

μ is the mean of each elements in series 

σ is the Standard Deviation (S.D.) of the same.  

Following this, each element from the series will transform into a new series with the mean getting 

closer to 0 and S.D. getting closer to 1. 

As observed in Fig. 4 and Fig. 5 before normalization, the two sequences are very different. The 

reason we apply normalization to both series is to focus on the structural similarities and dissimilarities. 

Hence, after normalization the second series is amplified to become highly similar to the first one and can 

be studied easily. 
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Fig. 4. Graph comparing two time series sequences before normalization [10] 

 

Fig. 5. Graph comparing two time series sequences after normalization [10] 

4.2 Dynamic Time Warping 

To analyze time series, Dynamic Time Warping (DTW) [8] is one of the popular approaches as it deals 

with the measurement of similarities for different time series sequences which may vary in terms of time. 

For instance, two different speeds of men walking are given in Fig. 8 in the form of time series data. 

They walk in almost the same pattern but you can’t detect the similarity with the Euclidean distance 

method because, they do not maintain the same distance between the two series. The different temporal 

structuring of the two time series productions is reflected in the relative distortion of their time scales, 

which is shown in Fig. 6 and Fig. 7. Unfortunately, the measuring distance with Euclidean may be a 

fragile distance measure if the point stream exhibits local shifts and scaling along the measurement axis 

[12]. 

 

Fig. 6. Non-linear time distortion between time series 
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Fig. 7. Dynamic time warping 

 

Fig. 8. Monotonicity in warping function 

To solve the problem, DTW is introduced into time series matching which is widely used in speech 

signal DTW algorithm is based on Dynamic Programming techniques as describes in [14]. Fig. 7 shows 

the example of how one times series is “warped” to another [15]. 

The path represents a presumed assignment between times of corresponding time series and is called 

warping function. The aim is to make predictions as precisely and quickly as possible. The more distorted 

the warping function is, the more difficult the prediction and therefore the higher the error rate. 

Furthermore, there are an incredible number of possible paths that slow down the prediction. For this 

reason, the paths must first be examined for certain requirements. 

Algorithm 1. Pseudo code of dynamic time warping algorithm [7] 

DTW (v1, v2) { 

// where the vectors v1=(a1, ..., an), 

v2=(b1, ..., bm) are the time series 

with n and m 

time points 

 Let a two dimensional data 

matrix S be the store of similarity 

measures such that 

S[0, ..., n 0, ..., m], and i, j, are 

loop index, cost is an integer. 

 // initialize the data matrix 

 S[0, 0] := 0 

 FOR i := 1 to m DO LOOP 

  S[0, i] := ∞ 

 END 

 FOR i := 1 to n DO LOOP 

  S[i, 0] := ∞ 

 END 

} 
 

 // Using pairwise method, 

incrementally fill in the similarity 

matrix with the 

 differences of the two time 

series 

 FOR i := 1 to n DO LOOP 

  FOR j := 1 to m DO LOOP 

  // function to measure the 

distance between the two points 

   cost := d (v1[i], 

v2[j]) where d is the difference 

between points 

   S[i, j] := cost + 

MIN (S[i-1, j], // increment 

           

S[i, j-1],  // decrement 

           

S[i-1, j-1]) // match 

  END 

 END 

 Return S[n, m] 
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We utilized this property on our dataset in order to find the minimum path by measuring the 

similarities for our time series sequences. It is capable of finding an optimal match despite the sections 

being stretched or compressed. 

The steps of DTW algorithm (1) includes first creating a mapping between two vectors (time series) 

with size (M, N), where M and N are the lengths of vectors. Then, we fill the distance between each 

possible elements of both vectors. Every warping path between the two time series will run completely 

through the matrix but we only want the best (shortest) one. Hence, we use the backtracking procedure to 

find the minimum distance and select that path as the optimal warping path. 

We can speed up the computation by ignoring some of outer warping paths. The basic restrictions on 

the warping function are as follows: 

Monotonicity. The monotonicity ensures that the characteristics which have already been considered are 

not taken up again during the process, as shown below in Fig. 8. The behavior shows up as a descent for 

the j-values in the alignment. It must follow the following conditions: 

 
1s s

i i
−

≤  (2) 

 
1s s

j j
−

≤  (3) 

Each segment of the warping path has to increment at least one index of either data sets. As a result, 

DTW is not allowed to map an index tuple several times. 

Continuity. Continuity of the warping function ensures that there are no gaps in the alignment. The 

values of the model are thus taken and compared at equal intervals. It safeguards against the loss of 

important information. This behavior is shown in Fig. 9. It must follow the following conditions: 

 
1

1
s s
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−

≤ ≤  (4) 

 
1

1
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−

≤ ≤  (5) 

 

Fig. 9. Continuity in warping function 

Consecutive nodes in point must be reached by horizontal, vertical or diagonal steps of length 1. 

Hence, DTW matches every index of both data sets without any gaps. 

Starting point. To ensure that the complete time series is considered for analysis, it must start at the 

point (1, 1) and end at the point (n, m). This can be seen in Fig. 10 and can be defined by the following 

equations: 

 
1

1,i =   
k
i n=  (6) 

 
1

1,j =   
k
j m=  (7) 
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Fig. 10. Boundary conditions in warping function 

It is also possible for important characteristics to be skipped during the classification. Such behavior 

can be seen in the alignment as soon as it leaves the warping window (Fig. 11). This process can be 

defined by the following: 

 | |
s s
i j r− ≤  (8) 

 

Fig. 11. Window in warping function 

From equation (8), where r > 0 is the window length. 

Alignments. Finally, features from the similarity comparisons can also be reflected by too steep or too 

shallow alignments (Fig. 12). This shows that the short sequence sections are matched to long sections 

(Fig. 12). This behaviour must be prevented by means of a clever algorithm. The algorithm can be 

expressed as follows: 

 

Fig. 12. Slope constraint in in warping function 
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From equation (9) and equation (10), where q ≥ 0 is the number of steps in the x-direction and p ≥ 0 is 

the number of steps in the y-direction.  

After q steps in x, one must step in y and vice versa:  

 ,

p
S

q
=   [0, ]S∈ ∝  (11) 

4.1 Polynomial Constraint DTW 

A common DTW optimization is to add constraint conditions on the warping paths. Those constraints do 

not only speed up DTW computations but also prevent alignments by controlling the route of a warping 

path. 

To speed up the similarity search, fixed limits can be created. Although the DTW algorithms achieve a 

drastic reduction in computing effort compared to the complete calculation of all possible paths, the 

computing power to be provided can be considerable, especially when comparing an unknown time 

series with many possible candidates. Any savings in calculation that do not impair the accuracy of the 

recognition result is therefore desirable. 

The sequences are to be deleted as soon as they leave the boundaries. In this paper, different functions 

for the limitation are considered and compared in their quality. All functions have high demands on the 

CPU and I/O time. 

A simple limiting function is the Sakoe-Chiba Band. As can be seen in Fig. 13(a), this boundary 

window consists of two parallel diagonals with a boundary distance a. If the path is within the window, it 

is considered for the similarity analysis. One problem with this boundary window is that it does not take 

the start and end points into account the requirements for the boundary conditions. 

The described problem can be solved with the Itakura parallelogram. The idea is shown in Fig. 13(b). 

The peak of the parallelogram is fixed in the middle. Thus, all paths have the same length. 

Another idea that we proposed is one which takes the boundary conditions into account, i.e. the 

polynomial boundary window which is illustrated in Fig. 13(c). The function is symmetrical to the 

diagonal and resembles a parabola. The window function starts and ends at the boundary points. 

Similarly, a performance evaluation for the polynomial constraint used is included in Fig. 14. 

   

(a) The Sakoe-Chiba constraint (b) Itakura constraint (c) Polynomial constraint based 

different curvatures respectively 

with a-miner and b-major length

Fig. 13. The boundary window in different functions 

When a warping path exceeds the Itakura band, the method will abort the similarity search and discard 

the time series. The result would be negative even though this path is very similar to the model. However, 
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the Sakoe-Chiba and Polynomial constraint both produced a positive result, since the path is still in the 

boundary window and does not leave this path during the entire sequence. However, the order of the 

polynomial could change the result. 

 

Fig. 14. Polynomial constraint performance evaluation 

Further investigations of the methods, in which some orders of the polynomial constraint were also 

considered and subjected to a coordinate transformation, are shown below. A coordinate transformation 

facilitates understanding and provides clarity. The coordinate system was only rotated by 45 degrees in a 

mathematically counterclockwise direction. Fig. 15 illustrates the similarity search of five time series 

using three constraints. 

 

Fig. 15. Example 1- similarity search of five time series 

The Itakura algorithm of Fig. 15 has evaluated that the red warping path is most similar to the model. 

The remaining paths would be discarded by the same algorithm, although some of them are more similar 

to the model. This becomes clear when you look at the units. The red warping path when compared to the 

remaining four time series, has the worst resemblance with 60.00570 units to the model. It can be seen 

that in fact the turquoise path with 46.91766 units shows the best resemblance to the model. By exiting 

the window, the polynomial constraint would have accepted this path. 

The next best similarity can be seen in the pink warping path with 49.23164 unit. This time series has 

the second-best resemblance to the model. This is not discarded with the polynomial constraint. The 

remaining three paths would not be discarded at a certain degree of the polynomial method and could be 

used for further processing to get the best possible similarity. In this example, the efficiency of the 

polynomial constraint in comparison to the Itakura constraint becomes clear. 

From the evaluation of Fig. 16, it can be seen that according to the Itakura algorithm, the red warping 

path has the best similarity to the model while the remaining four time series would be excluded from the 
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classification. This warping path would continue to be rejected by any presented bounding window. A 

look at the units of the individual time series shows that the purple warping path with 43.70253 unit 

actually has the best resemblance to the model. This path would be discarded by the Itakura algorithm 

and not further considered for classification. On the other hand, the polynomial constraint is again 

advantageous. After a certain choice of polynomial degree, all five time series are not excluded from the 

classification. Thus, the best time series that gives the purple warping path can be predicted in the 

classification as the most similar time series to the model among the remaining four time series. 

 

Fig. 16. Example 2- similarity search of five time series 

In this example of Fig. 17, all the time series except the one belonging to the red path is again 

excluded from the Itakura algorithm. A look at the units shows us that the purple warping path with 

31.33688 unit provides the best resemblance to the model. This path would not be excluded by 

polynomial constraint. This algorithm thus provides better flexibility and more effective classification 

when compared to the Itakura algorithm. 

 

Fig. 17. Example 3- similarity search of five time series 

In summary, although the Sakoe - Chiba method does not present a problem in any of the three 

examples but it does not consider the boundary conditions in its classification. This poses a major 

problem for qualitative and effective classification. Moreover, it is clear from the examples that in 

comparison between Itakura and polynomial constraint, the latter is capable of providing much better 

predictions which can be achieved by a simple, smart choice of the polynomial. 

The polynomial boundary has been evaluated and illustrated in MATLAB. Furthermore, previously 
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discussed window functions were compared and examined for their quality and effectiveness. Fig. 18 

illustrates the similarity search of a single time series using three (Sakoe - Chiba, Itakura and Polynomial) 

constraints. The yellow area in the figure represents the space between Itakura and Polynomial (red) 

constraints, where more flexibility is granted to the warping path. Following that, Fig. 19 demonstrates 

results for a similarity search conducted over multiple time series as comparison. 

 

Fig. 18. Similarity search of a single time series 

The area Ad between Itakura f(x) and Polynomial h(x) functions can be calculated as follows: 

 

2
,

( )
2

,

a
s p b

b
f x s x p

a
s p b

b

⎧
= =⎪⎪

= ⋅ + ⎨
⎪ = =
⎪⎩

 (12) 

 8

8 7 6 5 4 3 2( )
x

h x a x b x c x d x e x f x g x h x i= ⋅ + ⋅ + ⋅ + ⋅ + ⋅ + ⋅ + ⋅ + ⋅ +  (13) 

 

2

2

( ( ) ( ))

,
2 2

b

bd
A h x f x dx

b b
with x

−

= −

⎡ ⎤
∈ −⎢ ⎥⎣ ⎦

∫
 (14) 

 

Fig. 19. Similarity search of a multiple time series 
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One of the main issues with this method, however, was figuring out how to fill the entire area with the 

mathematic representation. First, once the continuous line is drawn uninterrupted from the beginning to 

the end while maintaining the same curvature as the red one but smaller in the peak. Then, if the line 

drawing is implemented by keeping closed contact with one another during the entire length of the 

drawing, then the lines are seen to be layered, i.e. stacked one on top of the other, all sharing the same 

outer edges. 

Assuming the shortest arbitrary warping path under Itakura constraints presents us with the function 

Gi(x) and the generated area Adi. 

From equation (12), where, a is the size of the warping window b is the length of the diagonals, the 

number of all possible paths which generated the area represented in the summation of area as Asd in the 

space between Itakura f(x) and Polynomial h(x) methods results (highlighted in yellow in Fig. 18): 
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From equation (15), where, G1(x)max is the maximum value of the first shortest path under the Itakura 

constraint.  

Asd mathematically represents the maximum number of shortest discarded paths under Itakura 

constraint. 

4 Implementation and Results 

Our implementation is conducted on CPU Intel(R) Core (™) i7 @2.93GHz with 8GB RAM and NVidia 

GeForce GTX 750 Ti 2GB GDDR5 RAM with CUDA version 8.0 (Compute Capability 5.0). CUDA-

enabled Graphic Processing Units (GPUs) are high-computing-power, cost-effective and power-efficient 

mutlicore architectures appropriate for accelerating the execution of a wide range of algorithms [16]. Our 

methods are implemented in a C++/CUDA framework on Windows. An example such implementation of 

subsequence search with DTW for the CUDA-programming model and FPGAs was given by Sart et al. 

in [17]. From the CUDA performance guidelines [18], it recommend to use of the shared memory for 

data reuse and data sharing. Astonishingly, these recommendations were reviewed and implemented by 

Volkov [19-20], who stated that an extensive use of the shared memory can deliver the optimal 

performance. The speedups achieved by are approximately from 10 to 14 times better than a CPU 

implementation using MMX and SSE extensions [21]. 

First of all, we needed to find the best model as a query to be normalized. We had 23 datasets of data 

collected before the previous earthquakes. They are obtained from earthquaketrack.com in the range of 

350kms from Chiang Mai station (station IU CHTO) within 4 years. Our method to find the model is to 

apply Dynamic Time Warping (DTW) assuming the first dataset from 23 earthquakes as a query and 

search through the rest of the 22 datasets. We applied this method to every dataset, selected at least two 

error sets, and merged them. 

After we got our model dataset, we implemented z-normalization to it. Then, to evaluate, we used this 

model and applied DTW with 3 types of constraints- polynomial constraint, Sakoe-Chiba constraint, and 

Itakura constraint. We mainly focus on search time in comparison between polynomial constraint and 

Sakoe-Chiba constraint as well as on the percentage of dismissing found in comparison between 

polynomial constraint and Itakura constraint. Moreover, we have chosen to use 3 sizes of query (number 

of data) to evaluate the search time. 

The Parameters of polynomial constraint in Table 1 are based on the coefficients of the following 

formula: 

 8 7 6 5 4 3 2ax bx cx dx ex fx gx hx i+ + + + + + + +  (16) 

For instance, in the first row of Table 1, the parameters of polynomial constraint are -0.0001, 0.0001, 

0.0010, -0.0001, -0.0159, 0.0031, -0.1161 -0.0237, and 4.3169. Those parameters represent a, b, c, d, e, f, 

g, h and i respectively. 
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Table 1. Comparison of Polynomial constraint, Sakoe-Chiba constraint, and Itakura constraint 

Search Time (ms) 
Size of query Parameters of polynomial constraint 

Polynomial Sakoe-Chiba

Dismissing paths compared 

with Itakura (%) 

1000 

-0.0001   -0.0001   -0.0010 

-0.0001   -0.0159   -0.0031 

-0.1161   -0.0237  -4.3169 

22,341 26,455 8.69 

1000 

-0.0001   -0.0001   -0.0008 

-0.0001   -0.0143   -0.0031 

-0.0924   -0.0237   -4.3033 

23,881 26,152 8.69 

1000 

-0.0001   -0.0001   -0.0001 

-0.0001   -0.0056   -0.0001 

-0.1055   -0.0001   -4.3060 

25,013 26,597 13.04 

2000 

-0.0001   -0.0001   -0.0010 

-0.0001   -0.0159   -0.0031 

-0.1161   -0.0237   -4.3169 

18,132 22.309 8.69 

2000 

-0.0001   -0.0001   -0.0008 

-0.0001   -0.0143   -0.0031 

-0.0924   -0.0237   -4.3033 

18,368 22.148 8.69 

2000 

-0.0001   -0.0001   -0.0001 

-0.0001   -0.0056   -0.0001 

-0.1055   -0.0001   -4.3060 

19,020 21,951 13.04 

4000 

-0.0001   -0.0001   -0.0010 

-0.0001   -0.0159   -0.0031 

-0.1161   -0.0237   -4.3169 

13,251 15,872 8.69 

4000 

-0.0001   -0.0001   -0.0008 

-0.0001   -0.0143   -0.0031 

-0.0924   -0.0237   -4.3033 

14,277 15,881 8.69 

000 

-0.0001   -0.0001   -0.0001 

-0.0001   -0.0056   -0.0001 

-0.1055   -0.0001   -4.3060 

14,447 15,749 13.04 

 

From Table 1, the comparison between polynomial constraint and Sakoe-Chiba constraint is conducted 

with different parameters of polynomial coefficients and the window size is the same as Itakura band 

which is 53. Window size is the length between two boundary lines to limit the scope of warping paths 

(variable a in Fig. 13).  

The polynomial parameter determines the boundary of the searching path and affects the computation 

time and also reduces the dismissing path depending on the size of the data query. To find the best 

polynomial parameter, we still need an optimum way to adapt it to the size of data query. 

4 Conclusion 

In conclusion, two time series can have the same meaning, but the time lengths do not have to be the 

same. Many classification algorithms would see little similarities in such two time series. The individual 

elements of the time series would be subject to a direct comparison. Therefore, a time normalization is 

required in which the time series are stretched or compressed. However, this must not simply be 

proportional, since the variation in time does not affect all the time series parts equally. A standardization 

procedure that takes this fact into account is Dynamic Time Warping (DTW). Both the observation and 

the model correspond to two realizations of the same time series. The non-linear time distortion was 

detected there with DTW. These are the connecting lines between observation and model. They have 

been dynamically adapted. If the time series are displayed in the respective axes of the coordinate system, 

certain methods can be used to calculate the error size. 

In this paper, we have introduced a polynomial constraint technique for DTW with time series seismic 

data pattern recognition in order to predict future earthquakes. We have presented comparisons of our 

constraint with state-of-the-art constraints- Sakoe-Chiba constraint and Itakura constraint. Our 

experiments have an estimated accuracy of 0.95. The implementation of polynomial constraint 

methodology is proved and used to reduce to unattended rejection warping paths, thereby, improving 
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accuracy over the other two constraints. 

Similar constraint can also be applied in many other projects, such as- Pattern Recognition for Large-

scale and Incremental Time Series in Healthcare, Risky Driver Recognition Based on Vehicle Speed 

Time Series, Searching for a Similar Time Series Fragment when Solving a Recognition Problem via the 

Example of an Electrocardiogram, Symbolic representations of time series applied to biometric 

recognition based on ECG Signals and so on. Time series is also applied in many areas such as financial 

[22], sensor networks [23] and energy industry [24], but It is important to note that the landslide 

evolution process is often completely nonlinear and chaotic [25-26]. Then we also supposed to develop 

the similarity model and techniques [27-28] with noise tolerance and translation. 
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