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Abstract. The fuzzy hash algorithm was originally applied to computer forensics and then widely 

used in the fields of malicious code detection, homologous similar file detection and electronic 

data forensics. The primary process of fuzzy hash algorithm divides the detected file into some 

fragments with fixed length and calculates the hash value of each fragment by rolling hash com-

pose a fingerprint of the file. The length of fragment is associated with the file size, which 

means for a large file the fragment will be long and for a short file it will be short. This paper 

introduces a new fragmenting rule and a method of preprocessing files to overcome the 

weakness and enhance the efficiency of processing small files. Experimental results indicate that 

the pro-posed method has better performance. 
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1 Introduction 

With the advent of the information age, information retrieval, and information security testing have 

played an essential role in fields of communication. For virus prevention, malicious code detection, and 

data leakage prevention. It is necessary to diagnose files’ homologies by combining whitelists and 

blacklists. These problems can be attributed essentially to the nearest neighbor search problem in high 

dimensional space. Therefore, using a hash algorithm will improve the process of diagnosing more 

quickly and efficiently. Essentially, these problems can be attributed to the nearest neighbor search 

problem in high-dimensional space. The application of hash algorithm in solving these problems can 

significantly improve the efficiency of file comparison, reduce the required storage capacity and reduce 

the complexity of comparison operations. 

To be more specific, hash algorithm takes an arbitrary length of data as input and shrinks it down into 

a small and fixed hash value. Furthermore, this sort of symbol is related to every byte; and it is difficult 

to find reverse law to figure out inputs through outputs. That suggests when the original file changes, its 

hash value will also change. This is widely used for quick searching of the original information, and 

password comparison. According to different applications, hashing algorithms can be divided into index 

hashing, encryption hashing and locally sensitive hashing.  
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As an efficient approximate nearest neighbor search algorithm, locally sensitive hashing can 

effectively overcome the dimensionality disaster in high-dimensional data search [1]. It has achieved 

many results in plagiarism detection, classified file discovery, web page duplication, malicious code 

detection and other applications. When comparing file similarity in these applications, it is expected that 

the same source files with similar content but not identical data can have similar or identical hash values. 

Because the comparison process is very similar to the qualitative comparison process of fuzzy logic, the 

hash algorithm with this characteristic is also called the fuzzy hash. 

A file is intentionally or unintentionally changed, for example, the author changes the text content, the 

malicious code changes automatically, the transmission error, the disk storage error, etc. How to 

determine the similarity of documents, and whether they are homologous are crucial problems in all 

fields. In order to solve these problems quickly and efficiently, in 2006, Jesse Kornblum proposed the 

CTPH [2] (Context Triggered Piecewise Hash) algorithm. The CTPH algorithm first-ly uses a weak hash 

to compute and segment the local content of the file, under certain circumstances, and then computes a 

hash value for each piece of the file using a strong hash. Combining some portions of hash values and 

conditions of segmentation construct a result of fuzzy hashing. 

CTPH is the first file comparison algorithm to achieve implementation of fuzzy hashing. This 

algorithm could figure out the similar relationship between the original files and its partial changes, 

including modifying, adding, and deleting multiple contents. The fuzzy hash was originally applied to 

computer forensics [3]. Immediately, the anti-virus field discovered its beauty and tried to use it for the 

detection of malicious code [4-6]. Nonetheless, the result and effect of comparison among relatively 

small files or those files that are specially processed are unsatisfactory. In this paper, we aim to solve 

problems above by extracting fragmentation conditions and preprocessing files by special information 

extraction [7].  

2 Locality-Sensitive Hashing 

LSH (Locality Sensitive Hashing) refers to the use of a specific hash algorithm to locate high-

dimensional data into low-dimensional space to search similar sets of data rapidly with the higher 

possibility [8]. As a highly efficient approximation nearest neighbor search algorithm, local sensitive 

hash can effectively overcome dimensional disasters in high-dimensional data search [9]. Since Locality-

Sensitive hashes has the similar processes compared to the definitive comparison of fuzzy logic, LSH 

could also called fuzzy hashes. 

In many areas, the data we need to deal with are often massive and have high dimensions. Comparing 

the similarity of data needs to find the nearest neighbors in high-dimensional space. However, for the 

high-dimensional space nearest neighbor search problem with data set size N  and dimension 3D ≥ , 

there is no nearest neighbor search algorithm with space complexity of N  at linear multiple level and 

time complexity of N  at logarithmic level, so many researchers turn to search for approximate solution 

of nearest neighbor search problem [10]. INDYK et al. proposed a locally sensitive hashing algorithm, 

and proved that after the pretreatment process with time complexity of 0(1)
dN , the searching point’s ε -

nearest neighbor can be obtained with approximate linear time complexity 
1

1( )O dN ε+ . [11] 

The basic idea of LSH: After the two adjacent data points in the original data space are transformed by 

the same mapping or projection, the probability that the two data points are still adjacent in the new data 

space is very high, while the probability that the non-adjacent data points are mapped to the adjacent 

range is very small. If we do some hash mapping on the raw data, we hope that the two adjacent data can 

be hashed into the same room with the same room number. After hash mapping all the data in the original 

data set, we get a hash table. These original data sets are scattered into the room of the hash table. Each 

room will fall into some raw data and belong to the same room. The data is likely to be adjacent, and of 

course there are non-adjacent data that is hashed into the same room. Therefore, if we can find such hash 

functions, so that after the hash map transformation of them, the adjacent data in the original room falls 

into the same space, then it is easy to make a neighbor search in the data set. However, we only need to 

hash the query data to get its room number, then take out all the data in the room corresponding to the 

room number, and then perform linear matching to find the data adjacent to the query data. 

In other words, we divide the original data set into several sub-sets by hash function mapping 
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transformation, and the data in each sub-set are adjacent and the number of elements in the sub-set is 

small. Therefore, the problem of finding adjacent elements in a large set is transformed into the problem 

of finding adjacent elements in a small set, which obviously reduces the computational complexity. 

If a family of functions F : ,x y  is any two data points in the high-dimensional space, and its distance 

measurement function is ( , )d x y , which satisfies any hash function on F : 

 
1 1

2 2

( , ) , then ( ( ) ( )) .

( , ) , then ( ( ) ( )) .

d x y d p h x h y p

d x y d p h x h y p

≤ = ≥⎧ ⎫
⎨ ⎬

≥ = ≤⎩ ⎭
 (1) 

Where 
1 2 1 2

,p p d d> < , function h  is a hash function with local sensitivity, then the function family 

1 2 1 2
( , , , )F d d p p  is sensitive [12]. 

Locally sensitive hashes maximize data similarity. 

2.1 Implementation of Fuzzy Hash Algorithm CTPH 

The fuzzy hash uses the idea of piecewise to maintain data similarity. Before this, Nick Harbour 

proposed a piecewise hashing and implemented it in dcfldd [13]. The strategy is very simple, that is, to 

segment every fixed length interval into pieces, calculate the hash value for each piece, and compare 

these hash values together for similarity. The local modifications only impact results of some individual 

fragment hashes, which ultimately enhances the efficiency of comparing similarities. However, it is 

catastrophic to add or delete bytes. In order to solve this issue, CTPH determine whether segment or not 

based on the characteristics of local data, instead of fixing the length of segmentation. That eventually 

only cause an influence of local piecewise method, when there are local changes which includes 

modification, inserting, and deleting, Meanwhile, it would extent to other pieces.  

CTPH primarily uses a weak hash algorithm, with high conflict probability, to trigger piecewise 

detection. And then, he segmentation position is determined by the scrolling block by rolling hashes. 

Moreover, each length of pieces is adjusted dynamically by the sizes of scrolling blocks. Then using the 

strong hash algorithm to calculate each fragment to acquire the hash value. In order to improve efficiency 

and save storage space, CTPH compress the obtained hash values, shrinks them from high-dimension to 

low-dimension, acquire a shorter value, and puts them together to form the file’s fingerprint.  

Regarding CTPH detection, it uses a weak hash algorithm inspired by Adler-32 [14]. To increase 

speed, CTPH uses a fixed-length scrolling block to calculate the text byte by byte. Mathematically, let 

input n  characters, the character input in the thi  time is 
i
b , when the size of the scroll window is s , 

when the thp  character is sliced, the calculated hash value can be expressed as 

 
1 2

( , , , ..., ).
p p p p p s
r F b b b b

− − −

=  (2) 

Rolling the hash function F  can eliminate the effect of one of them, so giving 
p
r  calculates 

1p
r

+
by 

removing the effect of 
p s

b
−

, when the window moves backward by one bit, 

 1 1 1 ( ) 1( , , , ..., ).
p p p p p s
r F b b b b

+ + − − +
= . (4) 

The CTPH condition is determined by the file length n , the scroll block length s , and the minimum 

piece length 
min
b . 

 
2

log
min

min 2

n

init
b b

⎢ ⎥
⎢ ⎥⎣ ⎦

=  (5) 

When implementing modulo operation of 
p
r  to 

init
b , resulting of 

1init
b

−

, it ought to be fragmented at 

this position. Furthermore, the size of the total number of fragments is adjusted by the size of b . 

After the condition is triggered, the fragment is subjected to calculate by using a strong hash operation 

of FNV-1 [15]. As a result, a 32-bit hash value is obtained by only exacting and compressing the LS6B 

(Least significant six bits). 

Finally, matching score of two fuzzy hash values is computed by the weighted average distance. First 

judge the change from 
1
s  to 

2
s , at least how many steps to operate (including insert, delete, modify, 
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exchange), and then give a weight to different operations, add the results, that is the weighted edit 

distance. Next divide this distance by the sum of the lengths of 
1
s  and 

2
s  to make the absolute result a 

relative result and then map it to an integer value of 0-100. 

CTPH believes that when the score is greater than zero, it indicates that the two files are similar. 

Especially the score is 100, the two files are exactly the same. 

 
1 2

1 2

100 ( , )
100

64( )

Se s s
M

l l

⎛ ⎞
= − ⎜ ⎟+⎝ ⎠

 (6) 

Where 
1 2

( , )e s s  is expressed as the weighted average distance of two fuzzy hash values, 
1 2
,l l  are the 

length of 
1 2
,s s , and the default value of s  is 64.  

After the proposal, Jason Sherman developed the ssdeep [16] tool to achieve the idea of CTPH 

algorithm. 

 

Fig. 1. Fuzzy hashing algorithm flow chart 

2.2 Drawbacks of Fuzzy Hash 

Comparing similar files can be achieved by calculating their fuzzy hash value. Nevertheless, it also arises 

the following two drawbacks when analyzing the hash values according to real experimental statistics. 

Fixed-length piecewise allow files with different lengths to have equal-length hash values; however, 

comparing files with different lengths, it causes alignment errors. Moreover, when implementing longer 

file comparison, it is necessary to process adjustments on the segmentations for serval times [17], which 

eventually deteriorates and the accuracy of comparison. 

When the size of input data is small specially less than 10KB, the algorithm is susceptible to unrelated 

characters and content. For instance, if you add symbols (such as spaces) to the content of the file, the 

fragmentation is affected accordingly. 

When using weak hash to detect the trigger condition of fragmentation, the termination position of 

fragmentation only depends on the value of s strings in the scrolling window before the termination 

position, but has nothing to do with the characters outside the window, so it can not reflect all the file 

contents in the fragmentation. 

The byte-by-byte scrolling operation is only applicable to English files. When calculating Chinese 
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characters with 2~4 bytes each character, there will be a case where one Chinese character is divided into 

two different fragments. 

3 Improvement Approach 

This paper overcomes the above shortcomings by using preprocessing of files and special information 

extraction. 

First, because of the effects of special characters and extraneous content, the file needs to be 

preprocessed by culling spaces, carriage returns, and irrelevant content; such as the “//” comment symbol 

and the following content while diagnosing malicious code. 

Additionally, if the input file is small, the number of shards should not be limited. Thus, the previous 

fixed-length hash value transfers to variable-length hash value. On the other hand, changing the 

piecewise strategy and triggering only by special information also improve the process. 

Last but not least, the FNV-1 is still applied to calculate the strong hash, as well as LS6B is 

implemented to obtain the fingerprint information, and the similarity is compared by the weighted 

average distance. 

3.1 Special Information Trigger Fragmentation Strategy 

In natural language, words are the least carrier of semantics. In this report, words are considered as the 

condition for the length of files. By extracting the keywords of the text, the fragmentation symbol is 

located to the keyword and triggers the frag-mentation. 

In the text, the symbol can represent the pause or the end of a sentence, and the symbol has the same 

effect in the code. Therefore, some specific symbols can be used as the condition to trigger the 

fragmentation. 

Different information can be established to trigger fragmentation according to the size of the 

comparison file. For example, when the input file is small, the segmentation can be triggered by a pause 

or a final symbol [18], such as “,”, “.”, “?”, etc. Thus, the text can be compared to an exact sentence. 

When the input file is too large, the fragment is triggered by the number of occurrences of the keyword. 

To be more specific, a threshold s can be set. When the number of occurrences of the keyword in the 

scroll block h≥s, the fragment is triggered. What is more, the first symbol representing the termination 

that appears after symbolling the keyword triggers segmentation condition. 

3.2 Special Method 

The file input is processed first, irrelevant content is removed, and then keywords are extracted. Since 

this paper is to test the text, TextRank [19] method is applied in key-word extraction. Implementing 

TextRank takes full advantage of context to extract keywords. When the key words are extracted, sub-

slice and marker are added. This article is adding “.” for the flag bit. Take “.” for special information as a 

condition for piecewise. Finally, the segmented pieces can be computed by FNV-1 hash operation, 

following with LS6B calculation to construct a fingerprint information. 

4 Specific Method 

As shown in Fig. 2, the file input is processed first, irrelevant content is removed, and then keywords are 

extracted. Since this paper is to test the text, TextRank method is applied in keyword extraction. 

Implementing TextRank takes full advantage of context to extract keywords. When the key words are 

extracted, sub-slice and marker are added. This article is adding “.” for the flag bit. Take “.” for special 

information as a condition for piecewise. Finally, the segmented pieces can be computed by FNV-1 hash 

operation, following with LS6B calculation to construct a fingerprint information. 
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Fig. 2. improved hashing algorithm flow chart 

5 Experimental Results and Analysis 

In the previous test of ssdeep, it was found that the performance was poor when the input file was small. 

Therefore, this paper randomly selects the worst-performing from 5KB to 8KB in the ssdeep test, 

randomly modifies the 1-100 words in the text, and calculates the fuzzy hash value to compare with the 

original file fuzzy hash value. The comparison is shown in Fig. 3 to Fig. 6. 

 

Fig. 3. Comparison of scores when input file 5KB size 

 

Fig. 4. Comparison of scores when input file 6KB size 
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Fig. 5. Comparison of scores when input file 7KB size 

 

Fig. 6. Comparison of scores when input file 8KB size 

It illustrates from the figure that when the modified place is greater than a certain value, ssdeep will 

determine that the two files are completely dissimilar. The reason for the analysis is that when the file is 

small, and place where the random modification is made everywhere. Although it is only the replacement 

of the vocabulary, this has affected the overall location of fragmentation. That ultimately affects the 

result of the judgment. Nonetheless, by using improvement approach, although the modification could 

affect the whole situation to some extent, those segmentation based on the special information can only 

be influenced by modifications where locates in the same place. Therefore, the performance will be 

improved to some extent without impacting overall segmentations. 

6 Conclusion 

This paper further enhances the fuzzy hashing method by extracting special information to trigger 

fragmentation rules and preprocessing the files. Moreover, it also improves the efficiency of the smaller 

files with poor performance under ssdeep. How to improve the process of large files is still a conception. 

The future work is to further refine the conception and figure out a way to apply files of various sizes in 

the near future. 
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