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Abstract. Efficient prediction structure for multi-view high efficiency video coding (MV-HEVC) 

is a key factor in determining performance such as compression efficiency, random access, and 

scalability. At present, MV-HEVC reference software provided by the international standard 

organization JCT-3V adopts a fixed inter-view prediction structure, which makes it difficult to 

adaptively adjust the prediction structure. Therefore, this paper proposes a novel predictive 

structure algorithm based on multi-objective optimization for MV-HEVC. This paper, the design 

of MV-HEVC prediction structure is regarded as a multi-objective optimization problem. The 

idea of this paper is to first determine the position of the I-view based on the similarity analysis 

between the viewpoints. Then, considering the coding efficiency and the random access of the 

user, the multi-objective optimization function is established to solve the coded B-viewpoint 

between the I-viewpoint and the P-viewpoint. In the end, this paper flexibly adjusts the inter-

view prediction structure according to the prediction structure coding parameters to improve the 

coding performance. Experiments show that compared with MV-HEVC, the proposed algorithm 

not only improves the coding efficiency but also has better the random access performance. 

Keywords:  multi-objective optimization, multi-view high efficiency video coding, prediction 

structure, random access, similarity analysis 

1 Introduction 

Multiview Video (MV) is a new type of video with three-dimensional stereoscopic and viewpoint 

interaction functions, which can meet the user’s ability to select and operate audiovisual objects from 

multiple angles, and provides 360-degree scene roaming interactive capability. However, the 

compression efficiency of existing coding standards is still insufficient for high-definition, ultra-high-

definition video applications, which still requires a more efficient coding compression scheme. To this 

end, ITU-T and Moving Picture Experts Group (MPEG) established the Joint Collaborative Team on 

Video Coding (JCT-VC). In 2013, the first generation of High Efficiency Video Coding (HEVC) 

standard was completed [1]. As one of the new 3D standards based on HEVC, MV-HEVC not only has 

strong stereoscopic effect and flexible interaction ability, but also vividly presents video scenes. At 

present, it has shown broad application prospects in the fields of 3D television (TV) and video 

conferencing [2-3], which has become an international research hotspot in the video field. 

In the early research of Multiview Video Coding (MVC) standard algorithm, MVC prediction 

structure is also a very important aspect, and many scholars have conducted in-depth research [4-6]. 

However, there are relatively few studies on the prediction structure of the new 3D standard MV-HEVC. 

At present, most algorithms perform single-objective optimization for a certain encoding performance 

(compression efficiency, encoding complexity, random access performance, etc.) of multi-view video 

coding. Zhang et al. proposed a fast mode selection algorithm using the correlation between viewpoints 
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[7]. Lei et al. proposed multi-view video coding based on inter-view correlation [8]. This algorithm has 

very good coding performance, which not only improves peak signal-to-noise ratio (PSNR), but also 

reduces coding complexity. [9] uses the CU in the spatial and view direction reference frames to predict 

the rate distortion cost of the current CU, and terminates the mode selection process by setting the 

threshold. Zhang et al. proposed a merge-skip mode advance decision method to reduce the 

computational complexity by analyzing the spatial correlation of the prediction mode and the correlation 

between the viewpoints [10]. Zhang et al. [11] proposed a fast method for merging mode based on the 

correlation of inter-view coding modes, which can significantly reduce the computational complexity and 

has been included in the 3D-HEVC draft. However, this method is not sufficient. The use of correlation 

between viewpoints results in a very limited reduction in B-frame complexity. At the same time, since 

the method is not applicable to P-frames, the computational complexity of P-frames is still high. Park et 

al. [12] skip the traversal of the candidate mode by classifying the edge information of the transform unit 

in the transform domain. Gu et al. [13] prematurely terminate the traversal of the prediction mode by 

analyzing the characteristics of the rate error function of the traditional intra prediction mode and the 

depth model mode (DMM). [14] uses the correlation between spatial domain correlation and depth map 

and texture map to reduce the computational complexity of intra prediction. 

In recent years, some scholars have also studied the new 3D standard MV-HEVC prediction structure. 

Feng et al. [15] proposed a novel MV-HEVC coding for depth-assisted motion vector prediction, but did 

not consider factors such as random access performance. In [16], a new 3D HEVC coding scheme is 

proposed, which improves the traditional view synthesis method, uses optical flow technology to derive 

dense motion vector field (MVF) from adjacent views, and makes full use of parallax. Information to 

synthesize views and correlations between viewpoints for MV-HEVC encoding. Reference [17] proposed 

an HEVC inter-frame prediction optimization algorithm based on the adaptive coding unit access order, 

which further reduces the complexity of the HEVC coding step. De et al. [18] proposed the MV-HEVC 

predictive design optimization algorithm, but did not weigh the relationship between coding performance, 

high complexity, large computational complexity, and no operability in practical applications. Lee et al. 

[19] proposed an effective inter-view motion vector prediction algorithm, which uses polar line geometry, 

similarity transformation and natural transformation to derive geometric interrelationship between two 

adjacent views, and then predictively predict motion vectors ( PMV), the algorithm is better than the 

traditional MV-HEVC, but the coding gain is only about 1.19%. 

The above research has not thoroughly considered the relationship between MV-HEVC prediction 

structure and related coding performance. This paper regards the design of MV-HEVC prediction 

structure as a multi-objective optimization problem, which needs to be based on the characteristics of 

video content and the needs of specific applications. Adapting and adjusting the MV-HEVC prediction 

structure, under the given constraints, the optimal balance between coding performance and coding 

complexity is achieved. In this paper, considering the factors such as random access of user and coding 

efficiency, the inter-view prediction structure is flexibly adjusted according to the multi-view video 

correlation analysis to obtain better coding performance. The experimental results show that compared 

with the reference software MV-HEVC provided by JVT-3V, the random access performance is better, 

and the PSNR is improved. 

2 Design Predictive Structure for MV-HEVC 

Although compression efficiency has always been the primary indicator of MV-HEVC, it is not the only 

coding performance indicator, and there are many important performance indicators, including random 

access, coding complexity, backward compatibility, parallel processing, etc. Depends on the prediction 

structure used. Moreover, these goals are often contradictory, and put forward higher requirements for 

the design of MV-HEVC prediction structure.  

In MV-HEVC research and application, the prediction structure is directly related to MV-HEVC 

coding performance (including coding complexity, compression efficiency, random access performance, 

etc.). Therefore, determining the appropriate MV-HEVC prediction structure is particularly critical. In 

MV-HEVC coding, key pictures of the I, B, and P frame-encoded viewpoints are referred to as I-

viewpoints, B-viewpoints, and P-viewpoints. Before determining the MV-HEVC inter-view prediction 

structure, only two aspects need to be determined: determining the position of the I-viewpoint and the 

number of inserted B-viewpoints between the P-viewpoint and the I-viewpoint. 
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The idea of this paper is to first determine the location of the I-view based on the similarity analysis 

between the viewpoints, and then comprehensively consider the coding efficiency and the random access 

of the user to establish a multi-objective optimization function to solve the coded B-viewpoint between 

the I-viewpoint and the P-viewpoint. Flexible adjustment of the inter-view prediction structure can much 

improve the coding performance. 

2.1 Determine the Position of I-viewpoint  

The I-viewpoint is called the main viewpoint. As the reference viewpoint of other viewpoints, selecting 

the I-viewpoint can improve the coding efficiency. Therefore, some scholars have made in-depth 

research on the selection of the I-viewpoint. Park et al. [6] determined the position of the I-view by 

calculating the average global disparity of each viewpoint. The calculation method is obtained by 

equation (1): 
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Where N represents the number of encoded viewpoints, ( , )
i j

g V V  represents the global disparity 

between 
i

V  the viewpoint and 
j

V  the viewpoint, and ( )
i

D V  represents the average of the global disparity 

between 
i

V  the viewpoint and the other N-1 viewpoints. 

This method has two shortcomings. Firstly, it is determined by the global disparity that the I-viewpoint 

is not accurate. Secondly, the global disparity between the viewpoints is obtained, and the disparity 

estimation is needed. The calculation amount of this method is very large, especially when the coding 

viewpoint is large. 

In this paper, the bilinear similarity measure algorithm is used to test the correlation between 

viewpoints, find the viewpoints most relevant to other viewpoints, and use this viewpoint as the I-

viewpoint. The bilinear similarity measure algorithm algorithm has been successfully used in the field of 

image retrieval. This algorithm is superior to the traditional distance measure method, and there are no 

restrictions such as distance measurement. S(Vj, Vk) represents the viewpoint similarity between Vj and Vk, 

,j kE E  are respectively two viewpoint feature vectors, and T is the matrix to be studied in this paper. The 

degree of similarity between viewpoints is calculated by the formula (2): 
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In summary, the position of the I-viewpoint ( )pos k  is the view with the highest structural similarity: 

 ( ) argmax{ , 0,1, , 1}
v

pos k S v N= = −�  (4) 

2.2 Determine the Number of B-viewpoint 

In general, B-viewpoint coding has higher coding efficiency than I-viewpoint and P-viewpoint. In order 

to improve the efficiency of MV-HEVC coding, we should use B-viewpoint coding as much as possible. 

However, when the number of inserted B-viewpoints increases, the global disparity between the I-

viewpoint and the P-viewpoint and the P-viewpoint increases, so that the disparity estimation is very 

inaccurate when encoding the P-viewpoint. Moreover, as the number of inserted B-viewpoints increases, 

the ratio of bidirectional predictive coding between views is higher, resulting in a significant increase in 

coding complexity and a very high random access cost. Therefore, further research is needed to 
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determine the number of inserted B-viewpoints. This paper translates the problem of solving the number 

of B-viewpoints into solving multi-objective optimization problems. 

This paper first determines the inserted B-viewpoint maximum. Through a large number of 

experimental tests, we can determine the maximum value of the inserted B-viewpoint between P-

viewpoints by the global disparity between viewpoints and the inter-view correlation. Suppose C  is the 

average of the correlation between two adjacent viewpoints at the same time, the parallax estimation 

search range is R, the average parallax between the viewpoints is d, and 
B

MaxNub  which is the 

maximum number of inserted B-viewpoints is obtained by equation (5): 
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Here C(Vj, Vk) represents the dependence of the viewpoint Vj and Vk. We use the correlation analysis 

function to test the correlation of the two viewpoints. Let 
1
P  and 

2
P  respectively represent two 

viewpoints Vj and Vk, two images at the same time. 
1
( , )P i j , 

2
( , )P i j  respectively represent the pixel 

values of the 
1
P , 

2
P  image at position ( , )i j , and I  and J  respectively represent the height and width of 

the image 
1
P  or 

2
P . 

1
P , 

2
P  represent the average pixel value of the 

1
P , 

2
P  image, respectively. The 

correlation between two viewpoints Vj and Vk can be obtained from the correlation of two images 
1
P , 

2
P , 

calculated by (7) 

 

1 1

1 1 2 2

0 0

1 2
1 1 1 1

2 2

1 1 2 2

0 0 0 0

( , ) ( , )

( , ) ( , )

( , ) ( , )

I J

i j

i j
I J I J

i j i j

P i j P P i j P

C V V C P P

P i j P P i j P

− −

= =

− − − −

= = = =

− × −

= =

− × −

∑∑

∑∑ ∑∑
 (7) 

However, the obtained 
B

MaxNub  is the maximum value that can be inserted into the B-viewpoint, and 

is not the optimum value for inserting the B-viewpoint. To this end, this paper considers the coding 

efficiency and random access of user factors, and finds the best value of the inserted B-viewpoint in the 

value range 0, ,
B

MaxNub� . 

This paper first explores the relationship between MV-HEVC prediction structure and compression 

efficiency, random access performance, etc., and then constructs mathematical models between each 

other. Finally, comprehensive random access of user and coding efficiency are considered to establish 

multi-objective optimization model. Since the inserted B-viewpoint generally does not exceed 5, this 

paper uses the exhaustive method to pre-code several group of pictures (GOPs) to find an optimal value 

for inserting the B-viewpoint in the value range 0, ,
B

MaxNub� . 

We consider the factors such as coding efficiency and random access by users to determine the number 

of B-viewpoints. Suppose that the multi-view video used for encoding has N viewpoints, and each 

viewpoint has M frames. The number of encoded frames S N M= ×  is limited, Let ( 0,1, , 1)
n

V n N= ⋅⋅ ⋅ −  

be the nth viewpoint, ( )
n

P V  is the probability that the randomly accesses of user of the nth viewpoint, 

,
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V n n m m= ⋅ ⋅ ⋅ − = ⋅ ⋅ ⋅  represents the mth frame of the nth viewpoint, 
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number of frames needed before decoding the 
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V  frame, 
,

( )
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P V  is the probability of random access of 

user to frame 
,n m

V , 
,

( )
n m n

P V |V  is the conditional probability that the user randomly accesses the mth 

frame of the nth viewpoint 
,n m

V . The mathematical expectation of random access cost is as follows: 
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In order to obtain superior coding performance, the number of inserted B-viewpoints 
B

N  should 

satisfy (9) and (10). 

 min ( ) ( )
B

E X f N =  (9) 

 max ( )
B

PSNR Nη =  (10) 

Where E(X) is the random access cost function and PSNR is the rate distortion function, which are all 

related to NB, and then the optimization problem model is: 

 min ( ) ( )
B B

Y f N Nλ η  = −  (11) 

Where λ  is the adjustment parameter. 
B

N  meets the conditions (12) 

 0
B B

N MaxNub≤ ≤  (12) 

Fig. 1 shows the flow chart of the proposed algorithm for finding the best 
B

N . 
B

N  is from 0 to 

B
MaxNub . For each given 

B
N , the N-frame image between the inter-viewpoints can get Y, and the 

number of inserted B-viewpoints which is 
B

N  is determined by comparing the size of Y. 

 

Fig. 1. Flow chart of the proposed algorithm for finding the best 
B

N  

3 Experiment Results 

In order to verify that the inter-view prediction structure algorithm proposed in this paper has good 

coding efficiency and random access performance, we use the test sequences provided by KDDI, MERL, 

Nagoya University/Tanimoto Lab and other research institutes GT_Fly, Ballroom, Undo_Dancer, 

Flamenco2, Band06, Exit for experimental analysis. Among them, the Exit sequence camera has a 

relatively large spacing, and the video content movement is relatively intense; while the GT_Fly 

sequence camera has a relatively small spacing, and the video content movement is relatively slow.  

3.1 Rate Distortion Performance Comparison 

In this paper, we compare five multi-view video coding schemes. The five coding methods are (1) 

Simulcast coding to represent independent coding between viewpoints, and there is no prediction 

between viewpoints; (2) Park et al. propose improved multi-view video coding of inter-view prediction 

structure; (3) Virtualization based on Zou et al. MV-HEVC coding for viewpoint synthesis prediction; (4) 

In 2018, Lee et al. based on polar line geometry, similar transformation and natural transformation MV-

HEVC coding; (5) proposed based on inter-view similarity analysis and random access Inter-view 

prediction structure MV-HEVC coding.  

Fig. 2 shows the average PSNR gain for the other four multi-view video coding methods over the 

Simulcast multi-view video coding method. Compared with the Simulcast multi-view video coding 

method, the other four methods have higher coding efficiency, and the PSNR gain is 0.18-1.6dB. The 

algorithm proposed by Zou et al. does not use the inter-view correlation to encode, and the average 

PSNR gain is 0.93 dB. Compared with the Simulcast multi-view video coding method, the PSNR gain of 
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the prosed algorithm is 0.6-1.8dB. Compared with the coding algorithm proposed by Lei, the average 

PSNR gain of the prosed algorithm is 0.12dB. The main reason is that the proposed algorithm not only 

utilizes the correlation between viewpoints, but also focuses on the position of the I-viewpoint. The other 

reason is that for the slower motion sequence, the parallax is smaller, and thus more B-viewpoints can be 

used for encoding to improve the coding efficiency. 

 

Fig. 2. PSNR experimental results  

3.2 Random access Evaluation 

Zou et al. [15] proposed the MV-HEVC coding algorithm based on virtual view synthesis prediction. 

Since there is no method for calculating the random access cost between virtual views, this paper only 

compares the random access cost between the above four multi-view video coding viewpoints. The 

random access cost of the predictive structure coding scheme is calculated using equation (10). Here, it is 

assumed that each coding scheme user randomly accesses each viewpoint and the probability of each 

frame is the same, so that the cost of randomly accessing each viewpoint is evaluated by the number of 

reference viewpoints required before the viewpoint decoding.  

Fig. 3 is an experimental result of the average viewpoint random access cost for each scheme. As 

shown in Fig. 3, compared with Lee’s proposed coding scheme, the proposed algorithm has better view 

random access performance, and the average view access cost is only about 70% of Lee’s proposed 

algorithm. The main reason is that the proposed algorithm inter-view prediction structure I-viewpoint is 

close to the middle position, and the number of reference viewpoints required for random access to other 

viewpoints is small. 

 

Fig. 3. Experimental result of the average viewpoint random access cost for each scheme 
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The experimental results of the above two aspects show that compared with the coding algorithm 

proposed by Lee, the new inter-view prediction structure algorithm proposed in this paper has higher 

coding efficiency and better random access performance. 

4 Conclusion 

In the research of video coding algorithms, prediction structure is always the most important aspect. In 

this paper, a new MV-HEVC inter-view prediction structure is proposed based on factors such as random 

access of user and coding efficiency. According to the characteristics of video content and the 

requirements of specific applications, this paper adaptively adjusts the MV-HEVC prediction structure. 

This paper first explores the relationship between MV-HEVC prediction structure and compression 

efficiency, random access performance, etc., and builds mathematical models between each other. Then 

the paper establishes a multi-objective optimization model by integrating random access and considering 

coding efficiency. In MV-HEVC research and application, the prediction structure is directly related to 

MV-HEVC coding performance (including coding complexity, compression efficiency, random access 

performance, etc.). For different multi-view video sequences, this paper adaptively adjusts the MV-

HEVC prediction structure according to the inter-view similarity analysis. Considering the factors such 

as random access of user and coding efficiency, a new MV-HEVC inter-view prediction structure is 

proposed. The inter-view prediction structure can be flexibly adjusted according to different situations, 

and the random access performance is improved and the coding efficiency is improved. This paper does 

not consider coding complexity for the time being, and future work will be further studied in combination 

with other coding performance. 
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