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Abstract. Stock forecasting is an important part of stock market investment management. In this 

study, stock was predicted using data mining method, and back propagation neural network 

(BPNN) was taken as the basis. Genetic algorithm was used for optimization to obtain the 

improved BPNN algorithm, and then it was applied to stock prediction. Instance analysis was 

performed taking a stock as an example. The forecasting results of BPNN, particle swarm 

optimization (PSO) improved BPNN and the improved method were compared. The results 

showed that the forecasting results of the improved BPNN method were basically consistent 

with the actual values, with an average error of 0.8%, much lower than 7.19% of the BPNN 

algorithm and 4.17% of the PSO-BPNN algorithm, suggesting that the improved BPNN 

algorithm was valid. Then four stocks were predicted to understand the future development of 

those stocks and help select proper stock for investment. It suggested that the improved BPNN 

algorithm could provide a reliable basis for stock selection. This study provides some theoretical 

support for the further application of data mining in stock forecasting, which is helpful for 

investors to make correct stock choices, improve returns and avoid risks. Moreover, it also 

contributes to stabilizing the stock market and promoting economic development. 
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1 Introduction 

With the development of economy, the stock market has become an important part of the financial 

market, which is favored by more and more investors and becomes a new investment choice. Stock is a 

high-risk and high-yield investment mode, and the volatility of the stock market will have an impact on 

the financial market. Therefore, stock forecasting is an important and challenging task [1]. The prediction 

of stock price is not only of great significance to investors in investment management, but also conducive 

to the healthy development of our economy. The change of stock market is influenced by many factors 

[2]. Moreover stock market has characteristics of non-linearity and high noise. It is difficult to predict 

stock effectively by traditional point graph method and line graph method [3]. With the development of 

computer technology, data mining method has been widely used in stock prediction [4]. Huang et al. [5] 

improved the quality of input features using the sub-mode coordinate algorithm, then predicted stock 

using the improved neural network model, and proved the effectiveness of the method through an 

example analysis. Sadaei et al. [6] optimized the method of fuzzy time training set by using imperialist 

competitive algorithm, verified the method by example analysis, and found that it had higher accuracy 

than other methods. Wang et al. [7] selected the input variables of support vector machine using principal 

components, then searched for the best parameters through brainstorming optimization, and proved the 

effectiveness of the hybrid prediction algorithm through actual case analysis. Bini et al. [8] analyzed 

clustering and regression in data mining and then predicted stock market using multiple regression 
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algorithm to help investors choose companies with higher profits. Neural network is one of the methods 

of data mining. It can be found that neural network has excellent performance in prediction and has 

become one of the hotspots of international research. Back propagation neural network (BPNN) with 

good fault tolerance and generalization is the most widely used neural network at present. In order to 

make BPNN perform better in various applications, the optimization of BPNN using particle swarm 

optimization (PSO), adaptive learning rate, etc., has also been deeply studied. In this paper, genetic 

algorithm (GA) was used to optimize BPNN, and then its performance in stock forecasting was analyzed. 

It was found that this method could basically achieve accurate stock forecasting, which can provide some 

references for stock selection. The research results proved that the optimized BPNN method designed in 

this paper had good performance in stock forecasting and selection, which is worth application and 

promotion. 

2 Data Mining and Stock Forecasting 

Stock forecasting is an important part of stock market investment management. Investors need to have an 

understanding of the changing rules of stocks and make relatively accurate predictions, in investment 

management before selecting the appropriate stocks for investment. Stock forecasting is based on a large 

number of stock trading data, and with the development of the stock market, its cumulative data is also in 

the explosive growth [9]. Traditional forecasting methods has not been able to deal with these massive 

data effectively. Therefore, investors urgently need effective stock forecasting methods. Data mining 

refers to extracting useful information from a large number of random data containing noise to provide 

support for decision-making, including artificial intelligence, machine learning and other technologies. In 

the environment of big data, data mining has been widely used in many fields because of its advantages 

in big data processing [10]. It also has good performance in stock forecasting, such as neural network 

[11], clustering algorithm, multiple regression [12]. Analyzing and processing massive amount of 

historical stock information using data mining method can obtain the law of stock changes and help make 

the best stock selection in the stock market investment management. This study mainly explored the 

application of BPNN method in stock forecasting. 

3 BPNN 

BPNN is one of the methods of data mining. It has good non-linear fitting ability and is very suitable for 

stock prediction. It consists of input layer, hidden layer and output layer (Fig. 1). The learning process 

includes forward propagation of signals and back propagation of errors. 

 

Fig. 1. BPNN 
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the expected output vector as ( )1 2
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m
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Then the weight adjustment of each layer can be expressed as: 
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The algorithm flow of BPNN is shown in Fig. 2. 

 

Fig. 2. The algorithm flow of BPNN 

Firstly, the weights are initialized to determine the learning rate, excitation function and target error. 

Then, forward propagation and error back propagation are carried out for every sample which is input to 

network, and the weights are constantly adjusted to make the actual output of the network closer to the 

expected output. 

The results showed that the BPNN model could effectively take into account various non-linear factors 

affecting the stock price and has relatively high efficiency and accuracy in stock market prediction. 
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4 Stock Forecasting Method Based on Optimized BPNN Algorithms 

Although BPNN has excellent self-adaptability and self-learning ability, there are still some problems in 

the practical application of the algorithm, such as slow speed and easy to fall into local minimum. In this 

study, BPNN was improved using Genetic algorithm (GA). 

GA is a method of searching global optimal solution which simulates the evolution law of the survival 

of the fittest in the biological world, as shown in Fig. 3. 

 

Fig. 3. Genetic algorithm 

BPNN was optimized by GA and applied to stock forecasting, and the specific procedures are as 

follows. 

(1) A group of initial population was generated randomly and coded by real number. Each individual 

in the population represented an initial weight of BPNN, and each gene value represented the connection 

weight of BPNN. 

(2) Output error E of BPNN was calculated to determine the fitness function: ( )
1

1
f x

E
=

+

. 

(3) Individuals were arranged by fitness proportion method, and individuals with larger fitness values 

were inherited to the next generation. 

(4) Cross-over operation was made. The cross-over probability is between 0.4 and 1 generally, 0.8 in 

this study, and individuals in the population were randomly selected for exchange.  

(5) Mutation operation was made. The mutation probability is between 0.01 and 0.1 generally, and 

uniform mutation was adopted in this study, i.e., random number, to form a new generation of population. 

(6) Steps (2)-(5) were repeated until training objectives were met. 

The stock forecasting results were obtained by substituting the optimized weights into the neural 

network. 

5 Case Study 

5.1 Algorithm Reliability Analysis 

A stock is randomly selected from RESSET database. The data including opening price, highest price, 

lowest price and closing price from January 1, 2018 to December 14, 2018 were selected as training 

samples. The stock data from December 3, 2018 to December 27, 2018 were selected as testing samples. 

In the design of BPNN, a three-layer network which contained a hidden layer was selected; the number 

of nodes in the input layer was 6, the number of nodes in the output layer was 1, and the number of nodes 

in the hidden layer was set as 11 after multiple times of test. 

Some experimental data are shown in Table 1 and  Table 2. 

In order to validate the effectiveness of BPNN, PSO improved BPNN and the improved BPNN 

proposed in this study were used for stock forecasting. The prediction results are shown in Fig. 4 to Fig. 7. 

It was found from Fig. 4 to Fig.7 that the predicted value of the improved BPNN was closer to the 

actual stock value index, and the two curves basically coincided. When BPNN and PSO-BPNN was used, 

there were some errors and large fluctuations. The average errors of the three methods are shown in 

Table 3. 



Stock Selection in Investment Management of Commercial Stock Market: Prediction by Data Mining 

264 

Table 1. Data of the training samples 

Date Opening price The highest price The lowest price Closing price 

2018-01-02 7.34 7.42 7.29 7.35 

2018-01-03 7.39 7.54 7.3 7.45 

2018-01-04 7.4 7.44 7.31 7.35 

2018-01-05 7.37 7.39 7.3 7.32 

2018-01-08 7.65 7.65 7.31 7.42 

2018-01-09 7.37 7.38 7.2 7.25 

2018-01-10 7.23 7.23 7.1 7.16 

2018-01-11 7.13 7.24 7.12 7.21 

2018-01-12 7.18 7.22 7.16 7.17 

2018-01-15 7.17 7.17 6.8 6.9 

2018-01-16 6.88 6.97 6.85 6.9 

2018-01-17 6.84 6.92 6.71 6.86 

2018-01-18 6.82 6.98 6.82 6.88 

2018-01-19 6.9 6.97 6.84 6.86 

2018-01-22 6.86 7.55 6.75 7.55 

2018-01-23 7.65 7.72 7.33 7.45 

2018-01-24 7.34 7.64 7.25 7.48 

2018-01-25 7.37 7.54 7.26 7.28 

2018-01-26 7.3 7.52 7.26 7.36 

2018-01-29 7.3 7.43 7.22 7.27 

2018-01-30 7.26 7.43 7.24 7.42 

2018-01-31 7.38 7.42 7.02 7.05 

Table 2. Data of the test samples 

Date Opening price The highest price The lowest price Closing price 

2018-12-03 3.85 3.99 3.82 3.98 

2018-12-04 4 4.07 3.95 4.01 

2018-12-05 3.95 4.13 3.9 4.07 

2018-12-06 4.01 4.11 3.96 3.96 

2018-12-07 4.02 4.05 3.93 3.93 

2018-12-10 3.91 3.92 3.81 3.86 

2018-12-11 3.87 3.9 3.84 3.89 

2018-12-12 3.9 3.97 3.86 3.88 

2018-12-13 3.94 3.94 3.82 3.87 

2018-12-14 3.85 3.86 3.72 3.73 

2018-12-17 3.74 3.75 3.66 3.72 

2018-12-18 3.69 3.73 3.62 3.66 

2018-12-19 3.68 3.69 3.58 3.58 

2018-12-20 3.58 3.63 3.55 3.61 

2018-12-21 3.58 3.6 3.47 3.53 

2018-12-24 3.55 3.6 3.51 3.58 

2018-12-25 3.54 3.55 3.38 3.5 

2018-12-26 3.52 3.53 3.45 3.47 

2018-12-27 3.55 3.55 3.36 3.36 

2018-12-28 3.36 3.44 3.36 3.42 
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Fig. 4. Prediction results of opening price Fig. 5. Prediction results of the highest price 

 

Fig. 6. Prediction results of the lowest price Fig. 7. Prediction results of closing price 

Table 3. Comparison of average error 

 BPNN PSO-BPNN The improved BPNN 

Opening price 10.59% 5.58% 0.92% 

The highest price 5.99% 3.80% 0.85% 

The lowest price 5.69% 2.98% 0.76% 

Closing price 6.49% 4.30% 0.68% 

Average error 7.19% 4.17% 0.80% 

 

According to Table 3, it was found that the error of the improved BPNN was significnatly smaller than 

that of BPNN and PSO-BPNN. The average error of BPNN was 7.19% and that of PSO-BPNN was 

4.17%, while the average error of the improved BPNN was 0.8%, indicating the effectiveness of 

improving BPNN with GA and the reliability of the improved BPNN in the prediction of stock. The 

improved BNPP can make an accurate prediction on stock changes and provide investors with reliable 

basis in stock selection. 

5.2 Application of Algorithm in Stock Selection 

Four stocks were randomly selected from the RESSET database, and some data of the stocks are shown 

in Table 4. 

BPNN was training using the data of the four stocks, and then the trend of the stocks in the next 15 

days was predicted. The predicted results are shown in Fig. 8 to Fig. 11. 

It was found from Fig. 8 to Fig. 11 that the changes of stock A and B were stable, and there was almost 

no fluctuation, indicating that these two stocks will not bring investors greater returns or cause greater 

losses in the short term. There was a small fluctuation in stock C, and there was an upward trend in the 

latter period, showing that this stock could be invested continuously. Stock D showed large fluctuations, 

indicating that stock D had high risks and was not suitable for investment. 
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Table 4. Training data 

Stock Date Opening price The highest price The lowest price Closing price 

2018-01-02 13.35 13.93 13.32 13.7 

2018-01-03 13.73 13.86 13.2 13.33 

2018-01-04 13.32 13.37 13.13 13.25 

2018-01-05 13.21 13.35 13.15 13.3 

2018-01-08 13.25 13.29 12.86 12.96 

2018-01-09 12.96 13.2 12.92 13.08 

2018-01-10 13.04 13.49 12.92 13.47 

2018-01-11 13.41 13.59 13.27 13.4 

2018-01-12 13.45 13.68 13.41 13.55 

A 

2018-01-15 13.51 14.33 13.5 14.2 

2018-01-02 8.4 8.46 8.3 8.41 

2018-01-03 8.41 8.93 8.41 8.67 

2018-01-04 8.59 8.78 8.5 8.72 

2018-01-05 8.72 8.74 8.62 8.63 

2018-01-08 8.64 8.68 8.37 8.43 

2018-01-09 8.4 8.69 8.31 8.54 

2018-01-10 8.56 8.59 8.26 8.35 

2018-01-11 8.33 8.34 8.17 8.29 

2018-01-12 8.25 8.34 8.18 8.2 

B 

2018-01-15 8.17 8.17 7.6 7.65 

2018-01-02 35.01 35.27 34.88 35.12 

2018-01-03 35.16 35.49 34.8 35.36 

2018-01-04 35.36 35.6 35.02 35.37 

2018-01-05 35.37 35.37 34.55 35 

2018-01-08 34.98 34.98 34.26 34.35 

2018-01-09 34.36 34.88 34.3 34.63 

2018-01-10 34.47 35.18 34.36 35.09 

2018-01-11 35 35.65 34.8 35.61 

2018-01-12 35.53 35.87 35.1 35.78 

C 

2018-01-15 35.6 35.75 35.06 35.2 

2018-01-02 63.29 65.23 63.29 63.78 

2018-01-03 63.78 64.48 63.01 63.48 

2018-01-04 63.32 64.98 63.32 64.54 

2018-01-05 64.79 64.89 61.11 61.59 

2018-01-08 61.4 61.4 58 60.33 

2018-01-09 60 63.4 59.63 63 

2018-01-10 62.61 63.3 62.23 63.01 

2018-01-11 63.01 64.3 62.78 63 

2018-01-12 63.71 63.75 61.5 62 

D 

2018-01-15 61.79 62 59.09 59.4 

 

6 Discussion 

The development of economy has promoted the development of stock market, which has gradually 

become a vital part of the financial market. In turn, it has promoted the further development of economy 

and become an important driving force of economic development. Stock market has attracted more and 

more investors’ attention. Faced with the rapid development of the stock market, the demand for stock 

forecasting is becoming stronger and stronger. For investors, stock forecasting is indispensable if they 

want to seize opportunities in the rapidly changing stock market, effectively avoid risks, and obtain 

greater benefits. However, the stock market fluctuates sharply and it is difficult to predict [13]. It is found 

that the future trend of stock can be predicted more accurately through data mining of historical data, so 

as to provide investors with scientific and reasonable stock selection and help investors to better manage 

their investments [14]. 
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Fig. 8. Prediction of opening price Fig. 9. Prediction of the highest price 

 

Fig. 10. Prediction of the lowest price Fig. 11. Prediction of closing price 

In this paper, the BPNN method in data mining was studied. Aiming at the slow speed and low 

precision of BPNN, it was improved by GA. Then the improved prediction algorithm was verified by 

experiments. A stock was randomly selected from the database and its data were collected. The algorithm 

was trained using the training samples, and then the opening price, highest price, lowest price and closing 

price of four stocks were predicted using the trained algorithm. It was found from Fig. 4 to Fig. 7 that the 

error of the BPNN algorithm was large, there was a large gap between the forecasting result and the 

actual value, and the data fluctuation was also large. The forecasting error of the opening price using the 

BPNN algorithm reached 10.59%. The forecasting result curve of the improved BPNN algorithm and the 

actual result curve fitted well; the prediction errors were small and the average error was 0.8%. It showed 

that the improved algorithm had higher accuracy than the BPNN algorithm, and it could predict the 

changes of stock prices more accurately, so as to provide a reliable basis for investors. Then in practical 

application, the future change law of four stocks were predicted based on the collected data to provide a 

basis for investors. Moreover the accurate prediction of price stock is beneficial to the stability of the 

financial market, which can promote the good development of economy. 

7 Conclusion 

BPNN was improved by GA in this study, and then it was applied in stock forecasting. It was found that 

the forecasting results were basically consistent with the actual values; the average error of the improved 

BPNN was about 0.8%, while the average error of BPNN and PSO-BPNN was 7.19% and 4.17% 

respectively, indicating that the improved BPNN had good forecasting accuracy. In order to provide a 

basis for investors in stock selection, the future development of four stocks was predicted, and good 

results were obtained. This work provides some theoretical support for the further promotion and 

application of the improved BPNN in stock prediction. But there are many factors that can affect the 

fluctuation of stock price due to the complexity of stock market and the influence of emergency on stock 

price was not considered. Therefore more factors need to be further considered and the performance of 
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neural network needs to be further improved to realize more effective stock prediction, which is the 

direction of future works. 
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