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Abstract. In this paper, we propose a novel classifier which is based on subspaces of each class 

of training samples. This method has the following basic idea: the training samples among 

different classes are uncorrelated, but the distance between the test sample and the training 

samples in one class should be taking into account all training samples in this class. Compared 

with other methods, the contribution of this paper is that we use the skinny QR-decomposition 

for L small least square problems. From our analysis, we can find that our method is equivalent 

to the nearest neighbor classifier (NNC) when the training sample in any class is one. A large 

number of face recognition experiments on two face image databases show that our method can 

work efficiently and effectively. 

Keywords:  face recognition, least square problem, nearest neighbor classifier, skinny QR-

decomposition 

1 Introduction 

For many years, face recognition has attracted much attention, and it includes two stages: feature 

selective (feature extraction) and classification [1-13]. A number of feature extraction methods have been 

widely used, and typically methods include principal component analysis (PCA) [10, 14-15], linear 

discriminant analysis (LDA) [16-18], mini mum squared error (MSE) method [12, 19], kernel LDA 

(KLDA) [20-22] and kernel (KPCA) [23-26]. The purpose of the transform methods is to transform 

samples into a new low-dimensional subspace in which some good properties can be hold. For example, 

after projecting the training samples into the low-dimensional subspace, PCA can make these samples in 

the new subspace have the most variance. LDA can get the maximum ration of the between-class 

distance to the within-class distance in the new subspace. The MSE method wants to get a space that can 

well transform the training samples into its class label. KPCA and KLDA are the extensions of PCA and 

LDA, thus, they have goals similar to those of PCA and LDA. The difference is that KPCA and KLDA 

perform nonlinear transformations, whereas PCA and LDA perform linear transformations. Compared 

with these traditional transformation methods, nonnegative matrix factorization is a very different way to 

represent the sample. It considers that the testing sample should be represented by nonnegative numbers 

and factorizes the training samples matrix into two matrices to represent the test sample [27]. All of these 

feature extraction methods show good performance in both classification and image retrieval. 

From above, we know that transformation methods exploit only the training samples to implement 

their training stage. And they work as follows: they first use the training samples to get a low-

dimensional subspace and then project the training samples and the test samples into the low-dimensional 

subspace. So, the low-dimensional subspaces are “optimal” for the training samples; however, they are 
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not “optimal” for the test samples to be classified. 

Since feature extraction and classification are consecutively implemented and each process is essential, 

classification is also very important for face recognition. The nearest neighbor classifier (NNC) is an 

important classifier, and it is one of the simplest and the most direct classifier [28-29]. NNC identifies the 

test sample is from the same class which contains the training sample that is the closest to the test sample. 

We will give a simple description of it in section 2. 

In this paper, we propose a novel method for classification. Our method is different form nearest 

neighbor classifier, but it is equal to the nearest neighbor classifier in a special case. Our method is also a 

representation method, the first stage of this method is feature extraction, and the second stage of this 

method is partially similar to the representation method, whereas it is based on solving some least square 

problems. Another advantage is that our method has a distinctive characteristic that its solution can be 

solved with ease. The proposed method first gets a low-dimension orthogonal subspace from the training 

samples; and then it projects all the training samples and the test samples on the orthogonal subspace; 

and then the test sample can be expressed as a linear combination of all the training samples in one class. 

Finally, the method constructs a classification procedure on the basis of the expression result. And from 

the experiments in section 4, the proposed method performs well in face recognition applications. 

Since the proposed method uses only ni training samples to express and classify the test sample (ni is 

the number of the training samples of the ith class), it is also a special representation method. We 

analysis also demonstrates that the training samples selected and used by our method are the most 

suitable ones that can produce the minimum classification error. In other words, if we use other ni 

training samples to express and classify the test sample, we will obtain a higher classification error. 

The rest of this paper is organized as follows. Section 2 describes two old methods. Section 3 presents 

our method, including the stages and the analysis of our method; besides these, we also give an extended 

algorithm, which has the similar experimental results. Section 4 shows the experimental results. Section 5 

offers our conclusion. 

2 The Old Methods 

In this section, we introduce two old classifications. One is called nearest neighbor classifier (NNC); 

the other is an extension of nearest neighbor classifier, class-nearest neighbor classifier (CNNC) [30]. 

We assume that the training set A=[A
1
;A

2;…;A
L
], and Ai =[a1i;a2i;…;ani] denotes the ith class of the 

training samples (i=1,…, L, Lis the number of the class; ni is the number of the training samples of 

the ith class). 

2.1 Nearest Neighbor Classifier 

Nearest neighbor classifier is the most straightforward classifier in the machine learning 

techniques, and the test samples are classified based on the class of their nearest neighbors. Thus, for 

a test sample a, the NNC computes the distances between the test sample and all the training samples 

and assigns the test sample to the class containing the nearest neighbor. 

Then, we give a brief description of nearest neighbor classifier. We can define a function to 

measure the distance between the test sample a and the ith class: 

 ( ) min , 1,2,...,j
i i ie a a a j n= − =  (1) 

Here, •

 
is a norm, in this paper, we use Euclidian distance to find the nearest neighbor; if 

( ) min ( )j ie a e a= ; 1,2,...,i L= , then ja A∈  add argmin ( )ij e a= . 

From above, we can see that the NNC is intuitive and simple. 

2.2 Class-nearest Neighbor Classifier 

In [30], authors proposed a new classifier which is based on the average squared Euclidean distance 

between the test sample and elements of a given class, measured in the approximate subspace 

(CNNC). For a test sample a, the distance between a and training class Ai can be defined: 
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1

1
( ) , 1,2,...,

in
j

i i

i j

e a a a i L
n

=

= − =∑   (2) 

Where ni is the number of training samples in class i. Thus, the test sample a will then be 

classified the class j with the smallest ei(a). When all the ni=1, class-nearest neighbor classifier is 

equivalent to nearest neighbor classifier; and this method can be identified as an extended method of 

nearest neighbor classifier. Since class-nearest neighbor classifier can exploit the information in a 

class, it can get better results than nearest neighbor classifier; in particular, when ni is large. 

3 The Proposed Method 

Since CNNC has the advantage on methods before, we need to find a fast method to solute the 

formulate (2), so in this section we give a detailed description of our proposed method. 

Assume that a given training dataset is composed of nm-dimensional column vectors ai, where i=1, 

2…, n. For simplicity, we can use a m×n matrix A to represent this dataset: 

 A = [a
1
, a

2
, …, a

n
]. 

Stage 1: Apply a feature extraction algorithm on the training set (PCA or LDA), and then get the 

orthogonal subspace Ur. 

Stage 2: Reset the training samples, T r n

rA U A R
×

= ∈� ; for a given test sample a, we also project it 

on the orthogonal subspace Ur, thus, T r

ra U a R= ∈� . 

Stage 3: Let 1 2 3
, , , ,i i i iA a a a⎡ ⎤= ⎢ ⎥⎣ ⎦

�
� � ��  (i = 1…, L, L is the number of the class) denotes the ith class of 

the training samples and ni is the number of the training samples of the ith class. In this stage, we 

want to solve this equation: 

 1 1 2 2 3 3

i i i i i i ia x a x a x a= + + +� � � ��  (3) 

the compact matrix form of (3) can be written as 

 i

ia A x=
�

�

 

where 
1 2( , , , )in T

i i i ix x x x= � . 

Apply skinny QR-decomposition [31] to the matrix iA
�  as i i iA Q R=� ,  

where ir n

iQ R
×

∈ , i in n

iR R
×

∈ .  

Let 
1 2( )i i iQ Q Q=  be a column partition of Qi, where 1 2 ( )

,

r r

i i ir n r n n

i iQ R Q R
× × −

∈ ∈ , ( r

in  is the rank of 

matrix iA
� ), then 

 

1

1 2 1 1( , )
0

i

i i i i i

R
A Q Q Q R

⎛ ⎞⎟⎜ ⎟= =⎜ ⎟⎜ ⎟⎜⎝ ⎠
�

 
Where 

1

0

i

i

R
R

⎛ ⎞⎟⎜ ⎟=⎜ ⎟⎜ ⎟⎜⎝ ⎠
 

is a row partition of Ri, and 1
r

i in n

iR R
×

∈ . So, we can get the solution: 

 
1 1( ) ( )r T

i i ix R Q a
−

= �

 

Stage 4: This stage calculates the deviation between the test sample a�  and the training samples of 

the ith class: 

 

2

i i ie a A x= −
�

�

  

Our method regards that the smaller ei is, the greater ability of representing the test sample of the 

ith class has; thus, we can point out that each class has only one deviation and the ith deviation 

corresponds to the ith class. If et=min ei, then the test sample is classified into the tth class. We refer 
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to the nearest neighbor from the tth class as the nearest neighbor determined by our method. 

From above, we can find that our propose method can exploit the subspace of each class; thus, it is 

an improved method of class-nearest neighbor classifier, and we call it CSNNC for simplicity. 

3.1 Analysis of Our Method 

In this subsection, we analyze our method for exploring its characteristics. Our method differs from 

other classifiers as follows: it does not directly compute the distance between the test sample and 

each training sample after feature extraction.  

Our method can be viewed as a special representation; indeed, it exploits the subspace of every 

class and the test sample is represented by the linear combination of the training samples of every 

class. If the training samples in any class is one, our method is equivalent to the nearest neighbor 

classifier. Our method is also different with the sparse representation and the collaborative 

representation, which test sample is represented by the subspace of the whole training samples [32]. 

Our method has two advantages. The first is that it combines the feature extraction with 

classification, it is said that the classification exploits the low-dimensional subspace from training 

samples to express and classify the test sample. When solving the linear system in equation (3), 

instead of computing the singular value decomposition of Ai, we apply skinny QR-decomposition on 

Ai, which is much faster and more efficient, and we can solve the singularity of A i
�  easily. So, from 

our analysis, for a test sample a, we only need 2 3

1
( ( ))

L

i i
i

O rn n
=

+∑  at stage 3 (L is the number of 

classes, r is the dimension of low-dimensional subspace and ni is the number of training samples of 

ith class, both of r and ni are small integers), which is very effective. The second advantage is that 

though it is very simple and partially similar to nearest neighbor classifier (when the training 

samples of any class is one), thus, it also can be viewed as an extended method of nearest neighbor 

classifier. 

3.2 Extension of Our Method 

This subsection presents an extended algorithm of our algorithm (EC-SNNC). Now, we can give a 

description of this algorithm. 

At the stage 3 of our propose method, we can get xi; so, we can denote i i ia A x=
�

� . The formula to 

use ia�  to express the test sample a�  is: 

 i i ia σ a b= +� �  (4) 

where iσ  is the coefficient and bi is the error vector. So, the test sample a�  can be presented by the 

reconstructed vector ia�  weighted by a coefficient and a error vector. Now we can convert (4) into 

 , 1,...,
T T T

i i i i i ia a σ a a a b i L= + =� � � � �  (5) 

Since bi is an error vector, we solve (5) using: 

 , 1,...,

T

i

i T

i i

a a
σ i L

a a
= =

� �

� �

 (6) 

We can assume that all the samples are unit vectors (2-norm is one), then we have 

 , 1,...,
T

i iσ a a i L= =� �  (7) 

ECSNNC can express the distance of test sample and the reconstructed vector by 

 
2

, 1,...,i i ie a σ a i L= − =� �  (8) 
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Where iσ  is solved by (6). The smaller distance ei is, the better ability of expressing the test 

sample the ith class of training samples has. Thus, we can classifies the test sample into the jth class, 

if ej = min ei. 

Assume that all of the samples are unit vectors, we can transform (8) into 

 

2

2

1 2

1 1

1,...,

T

i i i i

T

i i

e σ a a σ

σ a a

i L

= − +

= − = −

=

� �

� �   (9) 

If only one training sample in ith class, the distance between ith training sample and the test 

sample can be formulated as 

 

2

2 2 ,

1,...,

T

i i ie a a a a

i L

= − = −

=

� � � �

 (10) 

Since NNC classifies the test sample based on the distance metric as shown in (10), it is sure that 

the classification based on (9) has the same classification decision as NNC when only one training 

sample in ith class. So, under the condition that all the classes only have one training sample, our 

method is identical to NNC. 

4 Numerical Experiments 

In this section, we evaluate the effectiveness of our propose method. All computations are done 

using Matlab 2014b on an Intel CPU@3 GHz, 8 GB memory computer. And we mainly test our 

method on PCA [10] and DLDA [33]. Moreover, the experiments on four classification methods, i.e. 

NNC, CNNC, CSNNC and ECSNNC were also performed. 

4.1 Experimental Results on the ORL Database 

From the ORL face database [34], we used 400 face images from 40 persons (10 images per person). 

These images were manually cropped and resized to 112×92 pixels, with 256 grey levels per pixel. 

After the image cropping, most of the complex background has been excluded. Before all the 

methods were implemented, all the training samples and test samples were normalized as vectors 

with length 1. 

 

Fig. 1. Some face images of two subjects in the ORL database 

Table 1 and Table 2 show the experimental results. It tells us that CSNNC and ECSNNC can 

obtain improved results in classification accuracy. Compared with the NNC, the other three methods, 

CNNC, CSNNC and ECSNNC can get much higher recognition rate. And in most cases, CSNNC 

and ECSNNC can get higher recognition rates than CNNC. 
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Table 1. Recognition rates (percent) of different methods on ORL database (The number of the transform 

axes used on PCA is equal to the total number of the subjects.) 

Number of training samples per class 2 3 4 5 

NNC for PCA 44.58 56.87 60.00 71.50 

CNNC for PCA 76.67 76.04 78.13 86.00 

CSNNC for PCA 75.83 82.92 80.94 89.00 

ECSNNC for PCA 75.83 82.92 80.94 89.00 

Table 2. Recognition rates (percent) of different methods on ORL database (The number of the transform 

axes used on DLDA is equal to the total number of the subjects minus one.) 

Number of training samples per class 2 3 4 5 

NNC for DLDA 42.50 55.67 70.00 72.00 

CNNC for DLDA 80.94 82.29 90.00 87.50 

CSNNC for DLDA 79.37 83.33 90.83 90.00 

ECSNNC for DLDA 79.37 83.33 90.83 90.00 

 

Fig. 2 shows the recognition rates of different classifiers. In our experiments, the training set 

consists of the first five images of per subject, and the test set consists of the remaining 5 images of 

per subject. From the left figure of Fig. 2, we can find that CSNNC and ECSNNC can get best results, 

and CNNC also has good recognition rates, while the NNC is the worst. From the right figure of Fig. 

2, we can see that CNNC can get highest recognition rate when the dimensions are small, but 

CSNNC and ECSNNC can get similar results when dimensions are large, and the NNC always gets 

the worst results. 
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Fig. 2. Comparisons of recognition rate with different dimension OR 

Fig. 3 shows Original test images of four subjects from the ORL database and the images 

correspondingtotheresultsofthelinearcombinationsofthefirstfourclassesoftraining samples for representing 

the test samples. The first column shows the original test images from the first four classes (we choose 1 

image per subject), from the second column to the fifth column show the images corresponding to the 

result of the linear combination, respectively. 
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Fig. 3. Original test images and linear combinations images 

The first row of Fig. 3, we choose the first image of ORL as an original image, and from the second 

image to the fifth image are reconstructed images by our method without feature extraction. In this 

example, we use the last five images of different classes as training set; thus, the second image of the first 

row is the linear combination by the last five images of the first subject and the third image of the first 

row is the linear combination by the second subject, etc. The images from the second row to the forth 

row are similar to the first row. From Fig. 3, we can find that the best reconstructed images are always be 

combined by the linear combination of their original class. 

In Fig. 4, we show the distances between the test image of ORL and the linear combinations of all of 

the classes of training samples. In this example, the test sample is the first image of ORL, the training 

samples are constituted by the last five images of each subject, and the numbers of transform axes are the 

same as Table. 1 and Table. 2. From Fig. 4, we can find that CSNNC and ECSNNC can get the same 

distances, while CNNC gets larger distances. 

0 10 20 30 40
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

Class number

Dis
tan

ces
 be

twe
en

 th
e t

est
 sa

mp
le a

nd
 th

e c
las

ses
 of

 tra
inin

g s
am

ple
s

ORL

 

 

CNNC for PCA
CSNNC for PCA
ECSNNC for PCA

 
0 10 20 30 40

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

Class number

Dis
tan

ces
 be

twe
en

 th
e t

est
 sa

mp
le a

nd
 th

e c
las

ses
 of

 tra
inin

g s
am

ple
s

ORL

 

 

CNNC for DLDA
CSNNC for DLDA
ECSNNC for DLDA

 

PCA DLDA 

Fig. 4. The distances between the test image of ORL and the linear combinations of all of the different 

classes of training samples 

4.2 Experimental Results on the INDIAN Database 

The Indian face database [35] contains 22 females and 37 male subjects. For each of these 59 subjects, 

the database contains 11 face images (but we only select the first 10 of these images). Similar to ORL 

face database, these images were also manually cropped and resized to 92×112 pixels, with 256 grey 
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levels per pixel. And most of the complex background of these images has been excluded; all the training 

samples and test samples were normalized as vectors with length 1 before all the methods were 

implemented. 

 

Fig. 5. Some face images of two subjects in the INDIAN database 
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Fig. 6. Comparisons of recognition rate with different dimension (INDIAN)  

From Table. 3, for PCA, compared with NNC and CNNC, CSNNC and ECSNNC always get the 

better results. For DLDA, from Table. 4, we can find that when the number of training samples per class 

is 2 or 3, CNNC can get the highest recognition rates; and when the number of training samples per class 

is 4 or 5, CSNNC and ECSNNC have higher recognition rate. 

Table 3. Recognition rates (percent) of different methods on INDIAN database (The number of the 

transform axes used on PCA is equal to the total number of the subjects.) 

Number of training samples per class 2 3 4 5 

NNC for PCA 30.51 43.36 49.89 53.90 

CNNC for PCA 63.35 64.41 68.64 67.80 

CSNNC for PCA 63.56 69.07 72.56 73.90 

ECSNNC for PCA 63.56 69.07 72.56 73.90 
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Table 4. Recognition rates (percent) of different methods on INDIAN database (The number of the 

transform axes used on DLDA is equal to the total number of the subjects minus one.) 

Number of training samples per class 2 3 4 5 

NNC for DLDA 32.50 46.61 57.10 61.36 

CNNC for DLDA 64.19 71.47 75.64 77.97 

CSNNC for DLDA 62.50 69.07 76.27 79.32 

ECSNNC for DLDA 62.50 69.07 76.07 79.32 

 

Fig. 7 shows original test images of our subjects from the INDIAN database and the images 

corresponding to the results of the linear combination of the first four classes of training samples for 

representing the test samples. The first column shows the original test images from different classes (we 

choose 1 image per subject), from the second column to the fifth column show the images corresponding 

to the result of the linear combination, respectively. 

 

Fig. 7. Original test images and the linear combination of the samples 

In this example, we take the first five images of each class as the training set, and the test samples are 

constituted by the left images. For PCA, we can find that CSNNC and ECSNNC get the best results, and 

NNC gets the worst results. Different with Fig. 2, for DLDA, CSNNC and ECSNNC can also get the 

better results than CNNC. 

Original images are reconstructed by our method without feature extraction. This example is similar to 

Fig. 3, and the figure shows that the best reconstructed images are always be combined by the linear 

combination of their original class. 

In Fig. 8, similar to Fig. 4, we also take the first image of INDIAN as the test sample and choosing the 

last 5 images of all of the classes as the training samples. And from Fig. 8, CSNNC and ECSNNC have 

the same distances, and CNNC has larger distances. For three methods, this figure tells us that the test 

sample is classified to the first class. 
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Fig. 8. The distances between the test image of INDIAN and the linear combinations of all of the 

different classes of training samples 

5 Conclusions 

In this paper, we propose a novel classification method, which we call it CSNNC. This method 

modifies NNC and exploits the abilities, of representing the test sample by the linear combination of 

each class of the training samples. This ability is related to the “similarity” between the test sample 

and each class of the training samples. Our proposed method evaluates the “similarity” between the 

test sample and the training samples of each class, whereas NNC directly compute the “similarity” 

between the test sample and each training sample. On the other hand, compared with CNNC, our 

method is not only a class-nearest neighbor classifier, but our method is also a special representation 

method, which can exploit the subspace information between the training set and test sample. Thus, 

CSNNC uses both the training samples and test sample to obtain an “optimal” representation of the 

test sample that is very beneficial to classification; and it is the reason why CSNNC and ECSNNC 

can get higher recognition rate than CNNC. Another advantage of CSNNC is that we apply skinny 

QR-decomposition for least square problems, and this method can work very efficient and solve the 

singularity. The experimental results show that CSNNC obtain a great improvement in recognition 

rate. 
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