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Abstract. To solve the problem of category errors and number errors of objects in the sentences 

generated by existing image captioning model, we propose an image captioning model fused 

with object features. In particular, we integrate object statistical feature and object regional 

feature extracted from the image into the Convolutional Neural Networks (CNNs) plus 

Recurrent Neural Networks (RNNs) image captioning framework. Using object detection 

network to extract object statistical feature and object regional feature, the object statistical 

feature and the image convolutional feature are used as the input of Long Short-Term Memory 

(LSTM), and Attention Mechanism (AM) is used to concatenating the object regional feature 

with the output of LSTM to generate sentences, so that the model obtains additional information 

about objects categories, objects numbers and objects regions, which helps to improve the 

quality of the generated description. Experiments are conducted on MSCOCO dataset. 

Especially compared with the Hard-attention model, BLEU3/4 increase 4.5%, 4.9%, 

respectively and compared with the g-LSTM model, BLEU3/4 increase 4.4%, 3.5%, 

respectively. The proposed model is of great significance to solve the problem of object category 

errors and object number errors in image description. 

Keywords:  convolutional neural network, image caption, object detection, recurrent neural 

network 

1 Introduction 

With the rapid development of information science and technology, image data presents explosive 

growth. As there is a “semantic gap” [1] between that low-level visual feature and the semantic 

information of the image, how to understand and manage a large number of untagged image data has 

become an urgent problem for academia and industry. 

Image caption is that computer automatically generates descriptive sentences according to the image 

content, which is considered as one of the important methods to narrow the “semantic gap” [2]. It 

combines the two research directions of computer vision and natural language processing. The generated 

descriptive sentences not only conform to the natural language expression habits, but also capture 

important information in images, such as people and objects. Therefore, it is difficult to generate high-

quality descriptive sentences, which attracts many researchers to study. Image caption can be applied in 

many fields, such as image understanding of children, visually impaired people, visual intelligent chat 

robot and image retrieval, which has great application prospects and commercial value.  

With the rise of deep learning, computer vision and natural language processing have made a series of 

breakthroughs in the field of research, image caption have evolved from template-based methods to deep 

learning-based methods. The current mainstream deep learning-based methods are inspired by machine 
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translation, machine translation is to translate that source language sentence S into the target language 

sentence T by maximize the probability ( | )p T S . The RNN is use as an encoder and a decoder, the 

encoder RNN encodes the source language sentence S into eigenvector of fixed length, the decoder RNN 

treats the eigenvector as an initial hidden state, and converts the eigenvector into the target language 

sentence T. The image captioning architectures use CNN as the encoder to encode the image into feature 

vectors, and then use RNN as the decoder to decode the feature vectors into target description sentences. 

Those CNN plus RNN image captioning methods directly convert from image representations to 

language without explicitly considering more object category information and object number information 

from the image. Our contributions are as follows.  

(1) we propose the concept of object statistical feature and we devise variants of architectures by 

feeding it into RNN in different moments and placements. 

(2) our model combines state-of-art object detection network Faster R-CNN [18], we use Faster R-

CNN to extract object regional feature that is a set of salient image regions, with each region 

represented by a pooled convolutional feature vector, and then integrate object regional feature into 

deep model. 

(3) our model outperforms other state-of-the-art methods on MSCOCO. Especially compared with the 

Hard-attention model, BLEU3/4 increase 4.5%, 4.9%, respectively and compared with the g-LSTM 

model, BLEU3/4 increase 4.4%, 3.5%, respectively. 

We review the related work about image caption in the second part of the article, then introduce the 

proposed model FOF in the third part, and show the experimental results in the fourth part, finally give 

the conclusion in the last part.  

2 Related Work 

The current image captioning methods can be summarized into three categories: template-based methods, 

similarity retrieval-based methods and deep learning-based methods.  

Template-based image captioning method detects the objects and its attribute in the image through 

object recognition, and then embeds this information into the pre-designed template in an appropriate 

way. In 2010, Farhadi et al. [3] used detectors to detect objects in images to infer the < object, action, 

scene > triple, and converted it into descriptive text using templates. In 2011, Li et al. [4] formed 

relational phrases using language models after acquiring objects through detectors, and then combined 

relational phrases and description templates to generate descriptions. In 2013, Kulkarni et al. [5] 

proposed the Baby Talk model, which uses Conditional Random Field (CRF) to label the detected objects, 

attributes and relationships, and finally uses templates to generate descriptive statements. However, the 

descriptions obtained by the above approaches are limited by the templates, and they are stiff and 

inflexible. 

The similarity retrieval-based method utilizes the similarity of image visual features to retrieve, and 

takes the description text of the image with high similarity as the candidate answer, or maps the image 

features and text features to the same feature space, and retrieves the high similarity image text as the 

candidate result. In 2011, Ordonez et al. [6] proposed to use the global features of images to retrieve in 

millions of images, and take the description of the most similar image as the description of the image to 

be described. In 2013, Hodosh et al. [7] proposed to align images with description using Kernel 

Canonical Correlation Analysis (KCCA). In 2014, Gong et al. [8] used Canonical Correlation Analysis 

(CCA) to map images and text to the same feature space and retrieve the text most similar to images from 

databases. However, such methods cannot generate sentences entirely from the image content, nor can 

they generate descriptions that do not exist in the database.  

With the development of deep learning, researchers have proposed an image captioning method based 

on deep learning. In 2015, Mao et al. [9] proposed multimodal Recurrent Neural Network (m-RNN), 

using convolutional neural network to extract image convolutional features, and put the features into the 

multimodal recurrent neural network at each time to generate description words. In the same year, 

Vinyals et al [10] proposed the image description generation model (NIC) based on convolutional neural 

network and Long Short-Term Memory (LSTM). Unlike Mao, NIC uses LSTM to build language model 

to generate description sentences, and achieves good results.  

Subsequently, the researchers improved the NIC model and the quality of the generated description. In 

2015, Xu et al. [11] introduced Attention Mechanism into the model for the first time, which enables the 
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model to capture the local information of the image. In 2016, Jia et al. [12] used semantic information to 

guide LSTM in generating descriptions. In 2017, Tang et al. [13] put the scene priori information in the 

image into the model, and cooperated to generate the description sentences of the image. In 2018, Liu et 

al. [14] added stack hidden layer and common hidden layer to the model to improve the learning ability 

of the language model. Liu [15] and Lan [16] studied the Chinese image caption, and optimized the NIC, 

which improved the effect of the model.  

Most image captioning models use CNN to extract image convolutional features as the initial input of 

RNN, and then use RNN to generate description sentences step by step. Although the model schemas are 

different, the generated sentences still have errors in describing the category of objects and the number of 

objects. To solve this problem, we propose an image captioning model fused with object features in this 

paper. In order to obtain more information about object categories, object numbers and object regions. 

We use Faster R-CNN to extract the object statistical feature and object regional feature. Our work not 

only explores the use of image representation and object features for image captioning, but also explores 

the relationship between the two to design the architecture better.  

3 FOF Model 

We first describe the CNN-LSTM-based image captioning model in Sec.3.1, then introduce our proposed 

image caption generator in Sec.3.2 & Sec3.3, finally the training process of the model is explained in 

Sec.3.4.  

3.1 CNN-LSTM-Based Image Captioning Model  

The model is composed of two parts: CNN and LSTM. CNN is used as the encoder to extract the image 

convolutional features, and LSTM is used as the decoder to decode the image convolutional features as 

the initial input to generate the target description. The LSTM inputs a vector at each time and outputs a 

vector. More specifically, LSTM first accepts the image convolutional feature and ignores the output at 

this time. After inputting a start symbol < Start >, LSTM outputs a vector composed of the predicted 

probability of each word in the vocabulary, and selects the word with the highest probability as the 

current output according to the output vector. Then, the output vector is used as an input to the next time, 

and LSTM continues the prediction until the end symbol < End > is predicted. The overall structure of 

the CNN-LSTM-Based model is shown in Fig. 1. 

 

Fig. 1. The overall structure of the CNN-LSTM-Based model 

The encoder CNN is a kind of neural network used to process grid data. Typical convolutional neural 

network structure consists of input layer, convolutional layer, pooling layer, fully connected layer and 

output layer. The input image is passed through convolutional layer, pooling layer and full connected 

layer to obtain image convolutional feature that has powerful descriptive ability, and can be used in 
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image classification, image segmentation and other tasks. 

The decoder LSTM is a kind of neural network used to process sequential data. It can be used to build 

language models, that is, to predict what the next word most likely for a given sentence. At the same time, 

LSTM can effectively solve long-term dependency problems. The core of LSTM is cell state C. Cell state 

can selectively retain the input information at each moment and run through the whole training process. 

LSTM adds or removes information to cell state C through different “gates” structures, including 

“forget gate”, “input gate” and “output gate”, which control whether the current cell state is forgotten, 

whether the current input is read, and whether the new cell state is output. The formula is as follows: 
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Where * denotes dot product, t denotes moment t, 
t
x  denotes input vector of LSTM, 

t
f denotes 

activation vector of LSTM “forggt gate”, 
t
i  denotes activation vector of LSTM “input gate”, 

t
o  denotes 

activation vector of LSTM “output gate”, 
t
h  denotes hidden state of LSTM, 

t
c  denotes cell state of 

LSTM, W, U, b denotes parameters of LSTM to be trained, 
g

σ  denotes Sigmoid function, 
h

σ  denotes 

Tanh function.  

The model needs to maximize the probability that a given image generates a target description 

statement during the “encode-decode” process, represented by Equation (6):  

 *

( , )argmax log ( | ; )
I Y

p Y I
θ

θ θ= Σ . (6) 

Where l denotes the input image, Y denotes any indefinite length of the target description sentence, and 

consists of the words 
0 1
, , ,

N
Y Y Y…  and θ  denotes the model parameters. 

3.2 Object Feature 

Object feature include object statistical feature 
r
I  and object regional feature 

o
V . We propose the 

concept of object statistical feature. Through object detection network, we can obtain information on 

categories and numbers of all objects in the image, and statistically analyze the information to form the 

object statistical feature, so it contains the category information and number information of objects. The 

dimensions of object statistical feature are the number of all categories of objects that the object detection 

network can detect, and the value of each dimension is the number of objects in a class. As shown in Fig. 

2, two dogs and a Frisbee can be detected by the object detection network, so the value of the dimension 

representing the dog is 2, the value representing the dimension of the Frisbee is 1, and the remaining 

dimension is 0. Object regional feature are a set of pooled convolutional feature vectors for classification 

and border regression extracted by object detection network.  

Specifically, we use Faster R-CNN, which is the most accurate object detection network. Its network 

architecture includes Convolutional Layers, Region Proposal Network (RPN), Region of Interest Pooling 

(RoI Pooling) and Classifier. The process of detecting objects by Faster R-CNN is as follows. Firstly, the 

convolutional features of the detected image are extracted by Convolutional Layers. Secondly, the 

convolutional features are input into the RPN to predict the object region proposals. Then, the 

convolutional features of the object region proposals (RoI feature) are obtained by putting the 

convolutional features and object region proposals into RoI pooling. Finally, the RoI features are input 

into Classifier for classification and the border regression. 
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Fig. 2. Process of constructing object statistical feature 

All categories and numbers of objects in the Faster R-CNN detection results are statistically analyzed 

to form the object statistical feature 
r
I . The RoI features which used for classification and border 

regression in Faster R-CNN are used as the object regional feature.  

3.3 FOF: Fusing Object Features into Deep Learning Model 

Different from the existing CNN-LSTM-based image captioning model that uses image convolutional 

features to generate sentences, we propose an image caption generator to integrate the detected object 

features into LSTM. We designed four variants for two purposes. The first goal is about where to feed 

object statistical feature to the LSTM and three architectures, FOF-RC, FOF-CR, and FOF-Fusion. The 

second is how to integrate the object regional feature into LSTM and we design FOF-Ensemble. These 

four model architectures are shown in Fig. 3.  

 

Fig. 3. Overview of four model architectures 
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FOF-RC. As with the image convolutional feature, it is natural to directly feed object statistical feature 

into LSTM as input. The first method FOF-RC is to treat the object statistical feature 
r
I  as the input of 

the first moment of the LSTM, and the image convolutional feature 
c
I  as the input of the second moment 

of the LSTM. The formulas are as follows: 
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In the formulas,  
r
I  is the object statistical feature, 

c
I  is the image convolutional feature, 

r
W , 

r
W  are 

fully connected layer parameters, 
e

W  is word embedding vector, and we represent each word as a one-

hot vector 
t
Y  of dimension equal to the size of the dictionary. 

FOF-CR. The second method FOF-CR is similar to FOF-RC. FOF-RC takes the image convolutional 

feature 
c
I  as the input of the first moment of LSTM, and the object statistical feature 

r
I  as the input of 

the second moment of LSTM. The formulas are as follows:  
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FOF-Fusion. Different from the former two methods, the third method FOF-Fusion is to concatenate the 

object statistical feature 
r
I  and image convolutional features 

c
I , and send them to LSTM at the same 

time. The formulas are as follows:  
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FOF-Ensemble. The last method is based on FOF-RC. FOF-Ensemble takes the object regional feature 

matrix 
o

V  as the input of attention mechanism, focuses on the image region through attention mechanism, 

and then concatenates the focusing result with the output of LSTM to generate sentences, so that the 

model can obtain more information of object region. The formulas are as follows:  
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3.4 Training Process  

Taking FOF-Ensemble model training process as an example: Faster R-CNN is used to extract the object 

statistical feature 
r
I  and the object regional feature matrix 

o
V  from the image. Image convolutional 

feature 
c
I  extracted by convolutional neural network GoogleNet; The object statistical feature 

c
I  and the 

image convolutional feature 
c
I  are used as the input of the first two moments of LSTM; The word 

feature vector obtained by word embedding is used as the input of LSTM at other time; The hidden state 

t
h  of the LSTM and the object regional feature matrix 

o
V  are input to the attention mechanism at each 

moment (except the first two moments) for focusing image region; Finally, the hidden state 
t
h  of LSTM 

and the output 
t
c  of attention mechanism are used to predict the word, and then the loss of the model is 

calculated.  

When LSTM predicts that the next word is the terminator, it indicates that a complete sentence has 

been generated. The loss function is the negative logarithmic sum of the probability of outputting the 

correct word at each moment and minimizes the loss function by a stochastic gradient descent, as follows:  

 
1

( , ) log ( ).
N

t t

t

L I Y p Y
=

= −∑  (23) 

4 Experiment 

4.1 Datasets and Evaluation Metrics  

The image caption dataset used in this paper is MSCOCO dataset. The MSCOCO dataset contains 

123,287 annotated images, of which 82,783 are training set and 40,504 are validation set. Each image in 

the datasets has five descriptive sentences corresponding to it, as shown in Fig. 4.  

 
(1) A woman posing for the camera standing on skis. 

(2) a woman standing on skiis while posing for the camera. 

(3) A woman in a red jacket skiing down a slope. 

(4) A young woman is skiing down the mountain slope. 

(5) a person on skis makes her way through the snow. 

Fig. 4. Example of MSCOCO dataset 

The MSCOCO dataset is segmented according to the segmentation method used in Kapathy et al. [19]. 

For MSCOCO dataset, 5000 images in the original validation set are taken as the validation set, 5000 

images in the original validation set are taken as the test set, and the rest images in the original validation 

set and the original training set are taken as the training set. 

The evaluation metrics uses in this paper are BLEU [20], METEOR [21] and CIDEr [22]. Among 

them, BLEU is a machine translation method to measure the similarity between generated sentences and 

reference sentences by calculating the co-occurrence degree of n-gram words in generated sentences and 

reference sentences. METEOR is used to measure the quality of machine translation generated sentences. 
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The method matches the 1-gram words in the generated sentence and the reference sentence in different 

ways to find the maximum value of the match. When the same matching value exists, the matching 

method with the least number of word crosses in the corresponding sentences is selected to obtain the 

matching set m. The accuracy and recall rate of the corresponding sentence are calculated by the 

matching set m. The METEOR value is the harmonic average of the accuracy and recall of the 

corresponding generated and reference sentences. CIDEr (Consultative-based Image Description 

Evaluation) calculates the TF-IDF weight of each n-gram phrase to measure the similarity between the 

generated sentence and the reference sentence. 

4.2 Experiment Details  

The lab environment is configured as follows: Intel Xeon E5-2603 v4 processor, 64G RAM, Nvidia 

Tesla k80 graphics card, operating system Ubuntu 16.03.1, development language python 2.7, and deep 

learning framework Tensorflow 1.4. 

Network configuration parameters, as shown in Table 1. 

Table 1. Network configuration parameters  

Parameter name  Parameter value 

number of LSTM units  512 

dimension of 
c
I  2048 

dimension of word embedding 512 

dimension of 
r
I  80 

dimensions of 
o

V  20×2048 

MSCOCO vocabulary size (word frequency more than 4 times)  11348 

 

During training, the batch size of the model is set to 32, and the initial learning rate is set to 2. The 

initial state and all its parameters in LSTM, the parameters of fully connected layer after GoogleNet, the 

parameters of fully connected layer after Faster R-CNN, the parameters of attention mechanism t

h
w , ,

v
W  

g
W  and the parameters of word embedding matrix W e−  are all randomly initialized by standard normal 

distribution, and optimized by random gradient descent method. In order to optimize the model 

parameters better, the learning rate decreases to 1/2 of the original one after every 8 epochs training. The 

maximum iteration times of MSCOCO dataset is set to 500k. Finally, the experimental results are 

obtained.  

4.3 Experiment Results  

Quantitative analysis. As shown in Table 2, the benchmark model NIC, FOF-RC, FOF-CR, FOF-

Fusion and FOF-Ensemble proposed in Chapter 3 are compared experimentally on MSCOCO dataset. 

Experiments show that the three models fusing object statistical feature are better than the baseline model 

NIC, and FOF-RC is the best. Compared with NIC model, FOF-RC improves BLEU3-4 by 6.4% and 

4.6%, respectively. It shows that the method of integrating object statistical feature by FOF-RC can 

improve the accuracy between the generated sentences and the reference sentences more effectively, and 

the quality of the generated sentences is higher. However, FOF-Ensemble is better than FOF-RC. 

BLEU3-4, METEOR and CIDEr are improved by 0.9%, 0.7%, 0.5%, 2.5% respectively. It shows that the 

model can further improve the accuracy of sentences by fusing object regional feature, and verify the 

validity of the model proposed in this paper.  

Table 2. Compare on MSCOCO Dataset  

Method B-3 B-4 M C 

NIC 32.9 24.6   

FOF-RC 39.3 29.2 24.6 93.3 

FOF-CR 36.4 26.8 22.3 87.9 

FOF-Fusion 38.3 28.4 24.3 90.3 

FOF-Ensemble 40.2 29.9 25.1 95.8 
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As shown in Table 3, the proposed model is compared with m-RNN, Soft-Attention, Hard-Attention, 

g-LSTM, F-SOCPK, Liu Chang [14] on the MSCOCO dataset. Compared with Hard-attenuation model 

and g-LSTM model, B3-4 and METEOR are improved by 4.5%, 4.9%, 2.1% and 4.4%, 3.5%, 2.4% 

respectively. Compared with F-SOCPK model, each evaluation metric is improved by 1.2%, 1.8%, 1.2%, 

7.6% respectively. First of all, the BLEU shows that the generated sentences and reference sentences 

have more co-occurrence words, and the description is more accurate. Secondly, the improvement of 

METEOR indicates that the generated sentences have higher accuracy and recall rate. Finally, a 

significant increase in the CIDEr indicates that the generated sentences is more similar to the reference 

sentences.  

Table 3. Compare with other methods on MSCOCO dataset  

Method B-3 B-4 M C 

m-RNN [9] 35.0 25.0   

NIC [10] 32.9 24.6   

Soft-attention [11] 34.4 24.3 23.9  

Hard-attention [11] 35.7 25.0 23.0  

g-LSTM [12] 35.8 26.4 22.7 81.3 

F-SOCPK [13] 39.0 28.1 23.9 88.2 

Liu Chang [14] 39.3 28.6 24.1 95.2 

FOF-Ensemble 40.2 29.9 25.1 95.8 

 

Qualitative Analysis. Taking MSCOCO dataset as an example, the results of object detection network 

and experiment are presented, and compared with the results of benchmark model NIC and ground truth. 

As shown in Fig. 6, that results are labeled (1), (2), (3) and (4) from top to bottom and from left to right, 

respectively.  

 

NIC: a black and white cat sitting on a desk. NIC: a group of people sitting around a wooden table. 

FOF-Ensemble: a black and white cat laying on top of a 

laptop computer. 

FOF-Ensemble: a herd of cattle laying on top of a dirt 

field. 

Ground Truth: black and white kitten sitting on the 

keyboard of a laptop. 

Ground Truth: A group of colorful cows laying inside of 

a barn. 

 
NIC: a black dog with a frisbee in its mouth. NIC: a horse grazing in a field with a fence in the 

background. 

FOF-Ensemble: two dogs playing with a frisbee in the 

grass. 

FOF-Ensemble: a group of horses grazing in a field. 

Ground Truth: Two dogs playing tug of war with a blue 

frisbee. 

Ground Truth: There are some horses grazing on grass in 

a pen. 

Fig. 6. Comparison of MSCOCO results 

(1), (2) The description results of two images using NIC model have wrong description of object 

category. “Laptop” is described as “desk” in (1), “colorful cows” is described as “people”, “wooden 
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table” in (2). The object category information is fused in the model proposed in this paper. From the right 

figures of (1) and (2), the object detection network detects the object in the image, including “cat”, 

“laptop”, “cow”, which makes the description result contain the information of “laptop computer”, 

“cattle”, and so on, and it can describe the image correctly, which reflects the validity of the model 

proposed.  

(3), (4) There are errors in describing the number of objects in the results of two images using NIC 

model. “two dogs” is described as “a dog” in (3), “some horses” is described as “a horse” in (4), and the 

object number information is fused in the model proposed in this paper. From the right figures of (3) and 

(4), it can be seen that the number of objects is detected correctly by the object detection network, which 

makes the description result accord with the image content more, and further demonstrates the validity of 

the model proposed.  

5 Conclusions and Future Work 

In this paper, an image description generation model fused with object features is proposed to solve the 

problem in the current mainstream deep learning model when generating sentences. The object detection 

network and attention mechanism are introduced to obtain the information about object category, object 

number and object region in the image, which effectively reduces the errors of object category and 

number in generated description and improves the quality of generated sentences. However, the proposed 

model still has room for improvement. In the further work, we will improve the proposed model to 

increase the diversity of description sentences and enrich the vocabulary in description sentence. 

Moreover, we can further fuse the information of human action and the relationship between objects in 

the image, in order to improve the quality of description sentences.  
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