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Abstract. It is very important for inverse problem to choose regularization parameter properly. 

With too little regularization parameter λ , reconstructions are too smooth. Conversely, with too 

much regularization parameter, the reconstructions have highly oscillatory artifacts owing to 

noise amplification. Currently, there are several regularization parameter selection methods for 

Tikhonov regularization problems such as the discrepancy principle and the generalized cross-

validation method, but it mainly is for linear problem. Our main contributions are as follows. 

Firstly, we prove the principle of determining regularized parameters for nonlinear total 

variation problems. Secondly, a new adaptive parameter selection method for the nonlinear total 

variation regularization is proposed. In the proposed method, we use a fast total variation 

method for image restoration, then employ the restored image to estimate the regularization 

parameter. Experimental results show the proposed algorithm is very efficient and the quality of 

recovered images by our proposed method is competitive with other image restoration methods. 
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1 Introduction 

Image restoration is a process of image reconstructing by means of the degraded images observed. It is a 

foundation of image understanding, pattern recognition and machine vision and so on. Generally 

speaking, the model of blur image may be expressed  

 ( , ) ( , ) ( , ) ( , )g x y h x y f x y n x y= ∗ +   (1) 

where ( , )g x y  is the blur image, ( , )h x y  is the PSF, ( , )f x y  is the original clear image, ( , )n x y  is the 

noise, ∗  expresses the two-dimensional convolution. 

Among the various image restoration techniques in both image processing and computer vision, total 

variation (TV) minimizing-based scheme [1-3] has been employed successfully due to its good property, 

such as robustness and preserving the edge [4-5]. This algorithm seeks an equilibrium state (minimal 

energy) of an energy functional comprised of the TV norm of the image I , Ω  denotes a rectangular 

domain in 2
R and the fidelity of this image to the noise blur input 

0
I : 
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0

1
(| | ( * ) )

2
TV

E I h I I dxλ
Ω

= ∇ + −∫ , (2) 

where λ , h , * and ∇  denote a positive regularization parameter, a point spread function, a convolution 

operator and a gradient operator, respectively. It is well-known that it is very important for image 

deblurring to select the regularization parameter λ  properly. With too little regularization parameter ,λ  

reconstructions are too smooth. Conversely, with too much regularization parameter ,λ  the 

reconstructions have highly oscillatory artifacts owing to noise amplification [6]. Therefore, our 
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motivation is to investigate an adaptive method of selecting regularization parameters to solve the ill-

conditioned problem caused by noise. 

It is a challenging problem to select the regularization parameter λ  adaptively, but scholars have 

proposed a series of methods for selecting regularization parameters. For example, the unbiased 

predictive risk estimator (UPRE) method [7], the generalized cross validation (GCV) method [8], the 

discrepancy principle [9-10], L-curve method [11], and so on. These regularization parameter selection 

methods are currently developed for linear Tikhonov regularization or the truncated singular value 

decomposition (TSVD) regularization. However, the formulation in (1) for TV image restoration is a 

nonlinear, therefore these evaluation formulas based on the methods above is difficult to be derived. 

Although [12] and [13] have presented some good regularization methods for TV, those methods are only 

suitable for image denoising. For blurred images, which are degraded by motion, defocus or atmospheric 

turbulence, those methods in [12] and [13] are not applicable because of the effect of point spread 

function (PSF). In the [18], an effective blind image deblurring method based on a data-driven 

discriminative prior is proposed, but it is a linear Tikhonov regularization and its regularization is a 

constant.  

Regularization is a technique which makes slight modifications to the learning algorithm such that the 

model generalizes better. This in turn improves the model’s performance on the unseen data as well. L1 

and L2 are the most common types of regularization. Currently, Regularization methods have been 

widely used in the fields of deep learning, machine learning and image deblurring for its ability to solve 

the ill-posed problem caused by noise. However, the performance of deep CNNs on image deblurring 

still falls behind conventional optimization-based approaches on handling large blur kernels [18-20]. 

Therefore, we still adopt the strategy based on optimization to study the image deblurring algorithm.  

In order to attack the problem, according to Euler-Lagrange equation of (2) and supposed noise model, 

we examine the relationship between the regularization parameterλ  and the divergence of image I . It is 

shown that the relationship can be expressed by a function. On this basis, a novel approach for adaptively 

selecting the regularization parameter image restoration is proposed. Our experimental results show that 

this algorithm is very efficient and the quality of restored images by the proposed method is competitive 

with those restored by the existing restoration methods. 

The contributions of this work are as follows: 

Prove the principle of determining regularized parameters for nonlinear total variation problems. 

Present a new adaptive parameter selection method for the nonlinear total variation regularization. 

2 The Fast Adaptive Image Restoration Method 

In order to implement the fast adaptive image restoration, we first arbitrarily take the regularization 

parameter λ  and apply the method in [14] to restore the image. Then a new regularization parameter 

model is used to confirm the parameter λ . By repeated iteration, proper regularization parameter is 

selected and the approximate ideal image is obtain. 

2.1 The Regularization Parameter Selection Model 

Image deblurring is an inverse problem, that can be formulated as the minimizing the energy 

functional [15] comprised of the norm of the image I  and the fidelity of this image to the blurred-noisy 

input image 
0
I : 

 2

0

1ˆ argmin argmin (| |) ( * ) )
2

TV

II

I E I h I I dxφ λ
Ω

= = ∇ + −∫ ,  (3) 

where Ω  denotes a rectangular domain in 2
,R  on which the image intensity function : [0,1]I Ω→ is 

defined.  

The Euler-Lagrange equation is 
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where *

h  denotes conjugation of h , div denotes divergence operator. 

In this paper, we choose 
2(| |) | |I Iφ β∇ = + ∇  and 

8
10β −

=  in our experiment. Therefore, 
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div
I I
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φ

β

+ + + −∇
′ =
∇ + ∇

 (5) 

when the noise is approximated by an additive white Gaussian process of standard deviation σ , the 

equation (6) can be obtained, where | |Ω  represents the image area. In general case, this noise model is 

also rational. 

 2 2

0

1
( )

| |
I h I dxdy σ

Ω

∗ − =
Ω
∫ .  (6) 

Let G , DIV , *

H  denote the Fourier transform of 
0

( )h I I∗ − , ( )
| |

I
div

I
φ

∇
′
∇

, *

h respectively. Then 

according to equation (4), we get  

 
*

DIV
G

H
λ = .  (7) 

Use the inverse Fourier transform for this formulation, then  

 1

0 *
( ) ( )

DIV
h I I F

H
λ

−

∗ − = , (8) 

where 1
F

−  represents the inverse Fourier transform operator. 

In order to computer the value λ , we multiply the equation (7) by 
0

( )h I I∗ − and integrate over the 

domain Ω . we obtain  

 2 1

0 0
( ) ( ) ( )h I I dxdy h I I F DIV dxdyλ

−

Ω Ω

∗ − = ∗ −∫ ∫ . (9) 

According to the equation (6) and (9), 

 

1
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λ
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−

Ω

∗ −

=
Ω

∫
  (10) 

Thereby, regularization parameter λ  may be obtained, if the true image I is known. In our experiment, 

we replace the standard deviation σ  with the estimate value σ̂ . When the estimate value σ̂  lies in the 

interval [0.5σ , 2σ ], the regularization parameter may be selected properly.  

2.2 The Fast Total Variation Image Restoration Algorithm 

However, in practice, the true image I  is not possible to be known. In order to get the estimate I� of 

the true image I , a minimization algorithm [14] is used. This algorithm is derived from the well-known 

variable-splitting and penalty techniques in optimization. An auxiliary variable is introduced in [14] to 

conveniently use fast Fourier transform and alternative iteration to solve the minimizer of (1). 

2.3 Regularization Parameter Adaptive Selection for Blurred Image Restoration Method  

In the equation (7), if *| | 0H → , it is to result in the non-solution of the regularization parameter λ , so 

we modify (7) into  

 
*

DIV
G

H
λ

α
=

+

,  (11) 

where parameterα is a constant and 0α > . In our experiment, let 8
10α

−

= . 
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In view of analysis above and discussion, the description of the proposed algorithm is given as follows: 
 

Step 1. Initialize the image
0

I I= , the tolerance tol , regularization 

parameter 0λ > , the last iteration image 0Iold = .  
Step 2. While ( (| |)mean I Iold tol− > ) do 
Step 3. Blurred image restoration use the method of [14]. 

Step 4. Computer ( )
| |

I
div

I
φ

∇
′
∇

 with the equation (5). 

Step 5. Computer 
0

( )h I Iλ ∗ −  with the equation (8). 

Step 6. Obtain the regularization parameter λ  by the equation (10).End 
while 

Setp 7. Output restoration image I . 

3 Experimental Results 

In this section, numerical results are presented to demonstrate the performance of our proposed algorithm 

for blurred image restoration involving a little Gaussian noise. The results are compared with those 

obtained by Richard-Lucy filter (RL) [16-17]. Peak signal-to-noise ratio (PSNR) is used to evaluate the 

performance of the two methods. It is defined as  

 
2

10 1 1

2

0

255
10log

1
( ( , ) ( , ))

m n

true

i j

PSNR

I i j I i j
mn

− −

=

=

−∑∑
 (12) 

where 
true
I  and I are the original image and the restored image, respectively. 

Example 1. We restore 256×256 pixel images degraded by motion blur and a little white noise. The 

blurred satellite, lena, toys, barb images degraded by motion blur and a little white noise are shown in the 

upper of Fig. 1. The middle and bottom of Fig. 1 are corresponding restored images with RL filter and 

our method, respectively. Fig. 1 show the image quality of our method is more effective than that of RL 

filter. The comparisons of our method and RL filter are shown in Table 1. We observe the PSNRs of the 

our method higher than those of the RL filter. Our method is not better for computational time than RL 

filter, but it is still an efficient TV restoration method. 

    

    

    

Fig. 1. Top: Blurred and noisy images by using an motion blur and corrupted by a little Gaussian noise 

(see Table 1). Middle: Corresponding restored images by RL filter. Bottom: Corresponding restored 

images by our method 
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Table 1. PSNR (DB), CPU time (seconds) of two methods 

Motion Blurred Image (angel=0) Our Method RL Filter 
Image 

Blur Length PSNR PSNR Time PSNR Time 

sat 15 20.6453 35.2145 9.375 20.8470 1.6563 

lena 15 20.4857 30.7589 5.4219 24.8875 1.6719 

toys 11 29.0766 35.0240 3.8750 33.6423 1.6250 

barb 19 21.3403 30.7018 7.1875 24.7565 1.6875 

 

Example 2. We restore 256×256 pixel images degraded by defocus blur and a little white noise. The 

blurred satellite, lena, toys, barb images degraded by defocus blur and a little white noise are shown in 

the upper of Fig. 2. The middle and bottom of Fig. 2 are corresponding restored images with RL filter 

and our method, respectively. Fig. 2 show our method is more effective than that of RL filter in the 

presence of defocus blur and a little noise. The comparisons of our method and RL filter, shown in Table 

2, also show the PSNRs of the our method are higher than those of the RL filter. 

    

    

    

Fig. 2. Top: Blurred and noisy images by using an out of focus kernel and corrupted by a little Gaussian 

noise (see Table 2). Middle: Corresponding restored images by Richardson-Lucy (RL) filter. Bottom: 

Corresponding restored images by our method 

Table 2. PSNR (DB), CPU time (seconds) of two methods 

Out-of-focus Blurred Image Our Method RL Filter 
Image 

Blur radius PSNR PSNR Time (seconds) PSNR Time 

sat 5 21.6968 31.4347 10.7031 22.7591 1.6563 

lena 7 20.8067 26.3852 10.8906 23.1517 1.7031 

toys 9 25.2268 33.4541 14.6875 27.5839 1.6406 

barb 11 20.2924 26.8519 5.2813 22.3417 1.6563 

 

Example 3. We restore 256×256 pixel images degraded by Gaussian blur and a little white noise. The 

Corresponding restored images and the comparison results are showed in Fig. 3 and Table 3, respectively. 

Experimental results demonstrate our method is more efficient than the RL filter. 



Regularization Parameter Adaptive Selection for Blurred Image Restoration 

238 

    

    

    

Fig. 3. Top: Blurred and noisy images by using an Gaussian kernel and corrupted by a little Gaussian 

noise (see Table 3). Bottom: Corresponding restored images by our method 

Table 3. PSNR (DB), CPU time (seconds) of two methods 

Gaussian Blurred Image Our Method RL Filter 
Image 

Blur Length PSNR PSNR Time (seconds) PSNR Time 

sat 7 (σ = 5) 22.9481 30.2639 7.8906 26.9111 1.5000 

lena 9 (σ = 5) 22.6010 27.8195 18.1563 25.2002 1.5625 

toys 11 (σ = 7) 27.1932 32.4592 7.6875 29.8272 1.5313 

barb 13 (σ = 7) 22.3132 28.5871 7.7656 25.3751 1.5625 

 

It is obvious from the above that our algorithm is more effective in image quality. This is attributed to 

the following aspects: firstly, the regularization term of total variation is adopted, which makes it 

advantageous in retaining details and textures; secondly, the noise estimation strategy is adopted, which 

ensures the rationality of adaptive parameter selection; thirdly, the adaptive parameter selection 

mechanism is adopted to ensure the adaptability of the algorithm under different noises, thus improving 

the anti-morbid problem of the algorithm.  

4 Conclusions 

In this letter, we proposed a fast blurred Image restoration based on total variation regularization 

parameter adaptive selection. It solves a problem that TV regularization parameter was usually 

determined by doing experiment repeatedly or experience. Our lots of experimental results show our 

method is very efficient and the quality of restored images by our method is quite good. However, our 

algorithm is based on the known PSF. Moreover, the next motivation of our research is a algorithm based 

on adaptive regularization parameter selection for blind image restoration. 

References 

[1] S. Lee, M. G. Kang, Total variation-based image noise reduction with generalized fidelity function with generalized fidelity 

function, IEEE Signal Processing Letters 14(2007) 832-835.  



Journal of Computers Vol. 30 No. 4, 2019 

239 

[2] F. Mahmood, N. Shahid, U. Skoglund, P. Vandergheynst, Adaptive graph-based total variation for tomographic 

reconstructions, IEEE Signal Processing Letters 25(2018) 700-704. 

[3] T. Yokota, H. Hontani, Simultaneous visual data completion and denoising based on tensor rank and total variation 

minimization and its primal-dual splitting algorithm, in: Proc. the IEEE Conference on Computer Vision and Pattern 

Recognition (CVPR), 2017. 

[4] C.R. Vogel, M.E. Oman, Fast, robust total variation-based reconstruction of noisy, blurred images, IEEE Transactions Image 

Processing 7(1998) 813-824. 

[5] X. Bresson, T. Chan, Fast minimization of the vectorial total variation norm and applications to color image processing, 

Inverse Problems and Imaging 2(4)(2008) 455-484. 

[6] C.R. Vogel, Computational Methods for Inverse Problems, SIAM, 2002. 

[7] C.L. Mallows, Some comments on CP, Technometrics 42(2000) 87-94. 

[8] G. Golub, M. Heath, G. Wahba, Generalized cross-validation as a method for choosing a good ridge parameter, 

Technometrics 21(1979) 215-223. 

[9] H. Engl, M. Hanke, A. Neubauer, Regularization of inverse problems, Kluwer Academic, 1996. 

[10] P. Hansen, Rank-Deficient and Discrete Ill-Posed Problems, SIAM Philadelphia, 1998. 

[11] P. Hansen, D. O’Leary, The use of the L-curve in the regularization of discrete ill-posed problems, SIAM Journal on 

Scientific Computing 14(1993) 1487-1503. 

[12] G. Gilboa, N. Sochen, Y.Y. Zeevi, Variational denoising of partly textured images by spatially varying constraints, IEEE 

Transaction Image Processing 15(8)(2006) 22811-2289. 

[13] Y. Huang, M.K. Ng, Y. Wen, Fast image restoration methods for impulse and gaussian noises removal, IEEE Signal 

Processing Letters 16(2009) 457-460. 

[14] Y. Wang, J. Yang, W. Yin, Y. Zhang, A new alternating minimization algorithm for total variation image reconstruction, 

SIAM J. Imaging Sciences 1(2008) 248-272. 

[15] L. Bar, N. Sochen, N. Kiryati, Image deblurring in the presence of impulsive noise, International Journal of. Computer 

Vision 70(2006) 279-298. 

[16] W.H. Richardson, Bayesian-based Iterative method of image restoration, Journal of Optical Society of America 62(1972) 

55-59. 

[17] L.B. Lucy, An iterative technique for rectification of observed distributions, The Astronomical Journal 79(1974) 745-754. 

[18] L. Li, J. Pan, W.-S. Lai, C. Gao, N. Sang, M.-H. Yang, Learning a discriminative prior for blind image deblurring, in: Proc. 

the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2018. 

[19] S.A. Bigdeli, M. Jin, P. Favaro, M. Zwicker, Deep meanshift priors for image restoration, in: Proc. Neural Information 

Processing Systems, 2017.  

[20] K. Schelten, S. Nowozin, J. Jancsary, C. Rother, S. Roth, Interleaved regression tree field cascades for blind image 

deconvolution, in: Proc. IEEE Winter Conference on Applications of Computer Vision, 2015. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (Japan Color 2001 Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHT <FEFF005b683964da300c9ad86a94002851fa8840002b89d27dda0029300d005d0020005b683964da300c8f3851fa0033003000300064002851fa88400029300d005d00204f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        8.503940
        8.503940
        8.503940
        8.503940
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 9.354330
      /MarksWeight 0.141730
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed true
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


