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Abstract. This paper presents a multi-offspring genetic algorithm (MGA) with two-point 

crossover in accordance with biology and mathematical ecological theory. For the MGA, the 

main existing problems are generation methods of multi-offsprings with different crossover 

methods, the best number of offsprings and the influence of the number of offsprings on the 

speed of computation. To solve these problems, the paper first studies the relationship between 

the number of offsprings and the computational speed of the MGA with two-point crossover. 

Furthermore, the relationship between the generation method of multi-offsprings, the number of 

offsprings and the computational speed is analyzed. The results with ten test functions show that 

when the number of offsprings generated by the MGA based on two-point crossover equals 6, 

the MGA with two-point crossover has significantly improved the computational speed and 

reduced the number of iterations as compared to the basic genetic algorithm (BGA) and the 

MGA of single-point crossover. 

Keywords:  computing speed, multi-offspring genetic algorithm, mutation, offspring individual 

quantity, two-point crossover  

1 Introduction 

Genetic algorithm (GA) is a random global search optimization technology based on Darwin’s natural 

evolution theory and Mendel’s genetics and mutation theory [1]. GA was proposed by Professor John H. 

Holland and his student at Michigan University in the late 1960s and early 1970s [2-6]. De Jong 

proposed an elitist reserved evolutionary strategy in his doctoral thesis in 1975, and later proposed a 

variety of evolutionary strategies of elitist retention and selection instead of copying [7-10]; currently, 

GA usually utilizes this evolutionary strategy. 

In recent years, GA has attracted more attention because of its unique and superior performance. Many 

scholars have conducted in-depth studies on GA and proposed improved algorithms, such as hierarchical 

GA, CHC algorithm, messy GA, self-adaptive GA, GA based on niche technology, hybrid GA, and 

parallel GA [11-17]. In these studies, common approaches are two parent individuals generating two 

offsprings, multiple parents generating two offsprings [18-21], and one parent generating one offspring 

[22]. Thus, the number of offsprings is less than or equal to the number of parents. When the crossover 

probability equals 1, the number of offsprings equals that of parents; when the crossover probability is 

less than 1, the number of offsprings is less than that of parents [23-25]. This is unlike the situation in the 

biosphere for animals and plants for survival in nature. In recent years, some scholars have proposed the 

concept of multi-offspring genetic algorithm [26-27]. Reference [26] showed the advantages of MGA by 
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applying the schema theorem, given the generation method of multi-offsprings based on single-point 

crossover. Reference [27] discusses the generation method of multi-offsprings based on single point 

crossover. In these references, there is neither a discussion of the relationship between the number of 

offsprings and the computational speed nor the estimation of the optimal number of offsprings. 

To solve these problems, this paper proposes MGA with two-point crossover motivated by biology and 

mathematical ecology theory. A generation method of multi-offsprings based on MGA with two-point 

crossover, the relationship between the number of offsprings and computational speed, and the estimation 

of the optimal number of offsprings are discussed. Results with ten test functions show that MGA with 

two-point crossover has significantly reduced the average number of iterations and the average 

computational time as compared to BGA and MGA based on single-point crossover. 

2 Definition and Its Analysis of MGA 

MGA and BGA are defined as follows: 

Definition 1. If the number of offsprings generated by GA iteration is more than the number of parents, 

then the GA is a MGA.  

Definition 2. If the number of offsprings generated by GA iteration is less than or equal to the number of 

parents, then the GA is a BGA. 

In MGA, the number of offsprings is an integral multiple of the number of parents in general. If the 

number of parents is n, and the number of offsprings is n1, the relationship between the number of 

offsprings and the number of parents can be expressed as 

 
1
n nβ=   {2,3,4, }β ∈ � . (1) 

Since the number of offsprings of MGA is more than that of BGA, survival pressure of MGA is larger 

than that of BGA within populations. Based on the principle of survival of the fittest, winning individuals 

survive and failed individuals are eliminated to maintain constant population size. More intense 

competition with MGA results in faster computational speed as compared to BGA. 

3 Theoretical Foundation of MGA 

3.1 Biological Theory Foundation 

Life on earth began as a result of a lengthy evolutionary process (e.g., simple to complex and disordered 

to ordered). Many explanations for biological evolution have been proposed, and Darwin’s theory of 

evolution is widely accepted [28]. Natural selection theory of biological evolution includes the following 

factors: high fertility rate, struggle for existence, indeterminate mutation, and survival of the fittest. The 

number of born individuals is remarkably more than the number of surviving individuals. High fertility 

rate is a common phenomenon in the biosphere. For example, a plant may bear one thousand seeds each 

year, however, the number of fruit seeds is less than one thousand. Thus, two parents often produce more 

than two offsprings in the biosphere. Such species in the evolutionary process can both inherit parent 

characteristics (i.e., more chances for survival in a complex, ever-changing natural environment), and 

drive the continuous evolution of the biological species, thus producing more excellent individuals. By 

contrast, a species in which two parents produce less than or equal to two offsprings does not exist; even 

if it does exist, such species may eventually become extinct because of infertility, low fertility rate, 

diseases, food, water, intraspecific and interspecific competition, and many other factors. 

Darwin’s theory of evolution shows that a variety of biological organisms on earth universally have a 

strong ability to reproduce and a tendency to increase in accordance with the geometric ratio, that is, 

excessive reproduction is the basis of biological evolution. However, biological survival is limited by 

food and space. A species must fight for survival. In the process of biological evolution in which the 

struggle for existence is widespread, individuals with lower survival ability are eliminated, and excellent 

individuals with higher survival ability survive. Thus, the number of surviving offsprings is less than that 

of offsprings cross-generated by two parents. MGA proposed is based on such biological principles. 
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3.2 Mathematical Ecological Theory Foundation 

To illustrate the probability of species extinction, we suppose that one species has only one individual at 

first. Then, at a certain time t, the probability of population size equaling 0 is given by 
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where i is the size of initial population, µ  is the mortality rate, and λ  is the reproduction rate. 

The probability for the population whose initial size equals i to be extinct with time is given by 
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As t tends to infinity, there are three situations as follows: 

(1) When the reproduction rate is less than the mortality rate, i.e., λ μ< , the exponential term in Eq. 

(2) would tend to 0 as t →∞ , resulting in 

 0lim ( ) 1
t

p t
→∞

= . (4) 

The extinction probability of a population is equal to 1. Hence, the species must become extinct 

eventually. 

(2) When the reproduction rate is greater than the mortality rate, i.e.,λ μ> , Eq. (2) as t  tends to ∞  

can be represented as follows: 
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According to Eq. (4), such population cannot guarantee continual existence because there is still a 

finite probability of extinction. However, if the reproduction rate is much greater than the mortality rate, 

and if the initial population size is much larger, then the probability of biological extinction will be 

smaller. 

(3) When the reproduction rate is equal to the mortality rate, i.e., λ μ= , Eq. (2) can be expanded in a 

series of exponential terms. Letting rλ μ− = , 
0
( )p t  as t  tends to ∞  can be written as 
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When 0r→ , ignoring 2
r , and due to rλ μ− = , we get 
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Hence, 
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When the reproduction rate is equal to the mortality rate, Eq. (7) proves that the species must become 

extinct eventually. Although the expectation size of population is constant, the species will be extinct 

after a sufficiently long time while randomly fluctuating around the population expected size. Only when 

λ μ>  (i.e., when population has a positive increase in rate) will the population may survive forever (not 

necessarily). Moreover, mathematical ecology indicates that the probability distribution of biological 

population size depends on the product of reproduction rate and time when the biological initial 

population size is known. Thus, a high reproductive rate for a shorter time and a low reproductive rate for 

a long time, as long as each individual increase rate equals the product of time, would provide the same 
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results. Therefore, to get more excellent individuals in the shortest possible time, the reproduction rate of 

species must be improved. 

In conclusion, MGA has not only biological foundation, but also mathematical ecological foundation. 

Therefore, MGA is feasible in theory. 

4 MGA of Two-point Crossover  

The basic operations of MGA and BGA include selection, crossover, and mutation. The main differences 

between MGA of two-point crossover and BGA are due to the differences in crossover and mutation 

operations. For BGA, two parent individuals generate two offspring individuals by crossover; however, 

for MGA, two parent individuals generate two or more offspring individuals by crossover. Since the 

number of cross-generated offsprings in MGA is higher, the number of mutation operations is also higher. 

In MGA, to keep the population size constant, worse individuals are eliminated, and n excellent 

individuals are preserved in accordance with the principle of survival of the fittest. 

4.1 Selection 

Let the population size be n, and the individuals in the population be expressed as X(t)=(X1(t), X2(t), …, 

Xi(t), …, Xn(t)), wherein Xi(t)=(x
i1
(t), x

i2
(t), …, x

id
(t)), t is the iteration number. The individuals are sorted 

in descending order according to objective function values, yielding 
1 2
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i

X t  is ( ( ))ieval X t . The fitness value of ( )
i

X t  is computed as 

follows [14]: 
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where )1,0(∈β  is a constant, usually chosen between 0.01 and 0.3. 

Then, the roulette wheel method is used to pair members [29]. The roulette wheel method is as follows: 

The selection probability of the th
i  member in the population is given by 
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The roulette wheel is rotated up to n times, and a random number η
k
∈(0, 1) is generated at each 

rotation. When this random number satisfies PP
i-1
≤η

k
 ≤ PP

i
, the th

i  member is selected to take part in 

crossover. 

4.2 Crossover Operation 

To study the relationship between the number of offsprings and the computational speed of MGA, a 

method for two parents to generate a number of offsprings by crossover is given below.  

Suppose there are two parents P1 and P2 selected to take part in crossover. Two crossover points are 

randomly generated, and P1 and P2 are divided into three sections. That is, P1 =D1E1F1, P2=D2E2F2, also 

D1 and D2, E1 and E2, as well as F1 and F2 contain the same number of binary digits. The method for two 

parents to generate a number of offsprings by crossover is as follows: 

Two parents generating two offsprings by crossover. E1 and E2 exchange location to generate two 

offspring individuals C1 and C2 (C1=D1E2F1, C2=D2E1F2); the specific method is shown in Table 1. 
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Table 1. Two parent generate two offsprings by crossover 

Parents Offsprings  

CP1               CP2 CP1                      CP2 

P1=D1 E1 F1 C1 =D1 E2 F1 

P2=D2 E2 F2 C2=D2 E1 F2 

 

Two parents generating four offsprings by crossover. The generation method of C1 and C2 is the same 

as that in (1). D1 and D2 exchange location to generate two offspring individuals C3 and C4 (C3=D2E1F1, 

C4=D1E2F2). The specific method is shown in Table 2. 

Table 2. Two parents generate four offsprings by crossover 

Parents Offsprings  

CP1               CP2 CP1           CP2 CP1           CP2 

P1=D1 E1 F1 C1 =D1 E2 F1 C3 =D2 E1 F1 

P2=D2 E2 F2 C2=D2 E1 F2 C4=D1 E2 F2 

 

Two parents generating six offsprings by crossover. The generation method of C1, C2, C3, and C4 is 

that same as that in (2). F1 is placed between D2 and E2, F2 is placed between D1 and E1, to obtain C5 and 

C6 (C5=D1F2E1, C6=D2F1E2). The specific method is shown in Table 3. 

Table 3. Two parents generate six offsprings by crossover 

Parent individuals Offspring individuals 

CP1               CP2 CP1           CP2 CP1           CP2 

C1 =D1 E2 F1 C4 =D1 E1 F2 

C2 =D2 E1 F2 C5 =D1 F2 E1 
P1=D1 

P2=D2 

E1 

E2 

F1 

F2 
C3=D2 E1 F1 C6=D2 F1 E2 

 

Two parents generating eight offsprings by crossover. The generation method of C1, C2, C3, C4, C5, 

and C6 is the same as that in (3). E2 is placed behind D1 and F1, E1 is placed behind D2 and F2, to obtain 

C7 and C8 (C7=D1F1E2, C8= D2F2E1); the specific method is shown in Table 4. 

Table 4. Two parents generate eight offsprings by crossover 

Parents Offsprings 

CP1               CP2 CP1           CP2 CP1           CP2 

C1 =D1 E2 F1 C5 =D1 F2 E1 

C2 =D2 E1 F2 C6 =D2 F1 E2 

C3 =D2 E1 F1 C7 =D1 F1 E2 

P1=D1 

P2=D2 

E1 

E2 

F1 

F2 

C4=D1 E2 F2 C8=D2 F2 E1 

 

Two parents generating 10 offspring individuals by crossover. The generation method of C1, C2, C3, 

C4, C5, C6, C7, and C8 is the same as that in (4). F2 is placed behind D1 and E1, F1 is placed behind D2 and 

E2, to obtain C9 and C10 (C9= D1E1F2, C10= D2E2F1); the specific method is shown in Table 5. 

Table 5. Two parents generate 10 offsprings by crossover 

Parents Offsprings 

CP1               CP2 CP1           CP2 CP1           CP2 

C1 =D1 E2 F1 C6 =D2 F1 E2 

C2 =D2 E1 F2 C7 =D1 F1 E2 

C3 =D2 E1 F1 C8 =D2 F2 E1 

C4=D1 E2 F2 C9=D1 E1 F2 

P1=D1 

P2=D2 

E1 

E2 

F1 

F2 

C5=D1 F2 E1 C10=D2 E2 F1 

 

Two parents generating 12 offsprings by crossover. The generation method of C1, C2, C3, C4, C5, C6, 

C7, C8, C9, and C10 is the same as that in (5). F2 is placed before D1 and E1, F1 is placed before D2 and E2, 

to obtain C11 and C12 (C11= F2D1E1, C12= F1D2E2). The specific method is shown in Table 6. 
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Table 6. Two parents generate 12 offsprings by crossover 

Parents Offsprings 

CP1               CP2 CP1         CP2 CP1         CP2 

C1 =D1 E2 F1 C7 =D1 F1 E2 

C2 =D2 E1 F2 C8 =D2 F2 E1 

C3 =D2 E1 F1 C9 =D1 E1 F2 

C4=D1 E2 F2 C10=D2 E1 F1 

C5=D1 F2 E1 C11=F2 D1 E1 

P1=D1 

P2=D2 

E1 

E2 

F1 

F2 

C6=D2 F1 E2 C12=F1 D2 E2 

 

Two parents generating fourteen offspring individuals by crossover. The generation method of C1, C2, 

C3, C4, C5, C6, C7, C8, C9, C10, C11, and C12 is the same as that in (6). E2 is placed before D1 and F1, E1 is 

placed before D2 and F2, to obtain C13 and C14 (C13= E2D1F1, C14= E1D2F2). The specific method is shown 

in Table 7. 

Table 7. Two parents generate 14 offsprings by crossover 

Parents Offsprings 

CP1               CP2 CP1         CP2 CP1         CP2 

C1 =D1 E2 F1 C8 =D2 F2 E1 

C2 =D2 E1 F2 C9 =D1 E1 F2 

C3 =D2 E1 F1 C10 =D2 E2 F1 

C4=D1 E2 F2 C11=F2 E1 E1 

C5=D1 F2 E1 C12=F1 D2 E2 

C6=D2 F1 E2 C13=E2 D1 F1 

P1=D1 

P2=D2 

E1 

E2 

F1 

F2 

C7=D1 F1 E2 C14=E1 D2 F2 

 

In Table 1 to Table 7, Ci (i=1, 2, …, 14) is cross-generated with the ith offspring individual. 

A specific example is given below to illustrate the multi-offspring generation method. Suppose there 

are two parents P1 and P2 selected to take part in crossover. Their binary number representations are P1 = 

10101011101110 and P2 = 01010010100011. Two different crossover points are randomly generated as 5 

and 11. 

 
Crossover point 1 Crossover point 2 

P1=10101

P2=01010

011101 

010100 

110 

011 

 

Letting D1=10101, E1=011101, F1=110, D2=01010, E2=010100, and F2=011, crossover operations are 

performed with P1 and P2 according to the method in Table 1. The resulting offsprings are shown in Table 

8. 

Table 8. Two parents generate two offsprings by crossover 

Parents Offsprings 

CP1              CP2 CP1                             CP2 

P1=D1 E1 F1 

P2=D2 E2 F2 
C1 =10101 

C2=01010 

010100 

011101 

110 

011 

 

P1 and P2 perform crossover operation according to the method of Table 2. The resulting offsprings 

individuals are shown in Table 9. 
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Table 9. Two parents generate four offsprings by crossover 

Parents Offsprings 

CP1              CP2 CP1              CP2 CP1             CP2 

P1=D1 E1 F1 

P2=D2 E2 F2 

C1 =10101 

C2=01010 

010100 

011101 

110 

011 

C3=01010

C4=10101

011101 

010100 

110 

011 

 

P1 and P2 perform crossover operation according to the method of Table 3; the resulting offsprings 

individuals are shown in Table 10. 

Table 10. Two parents generate six offsprings by crossover 

Parents Offsprings 

CP1              CP2 CP1              CP2 CP1             CP2 

P1=D1 E1 F1 

P2=D2 E2 F2 

C1 =10101 

C2=01010

C3=01010

010100 

011101 

011101 

110 

011 

110 

C4=10101 

C5=10101 

C6=01010 

010100 

011 

110 

011 

011101

010100

 

P1 and P2 perform crossover operation according to the method of Table 4. The resulting offsprings 

individuals are shown in Table 11. 

Table 11. Two parents generate eight offsprings by crossover 

Parents Offsprings 

CP1              CP2 CP1              CP2 CP1             CP2 

P1=D1 E1 F1 

P2=D2 E2 F2 

C1 =10101 

C2=01010

C3=01010

C4=10101

010100 

011101 

011101 

010100 

110 

011 

110 

011 

C5=10101 

C6=01010 

C7=10101 

C8=01010 

011 

110 

110 

011 

011101

010100

010100

011101

 

P1 and P2 perform crossover operation according to the method of Table 5. The resulting offsprings are 

shown in Table 12. 

Table 12. Two parents generate 10 offsprings by crossover 

Parents Offsprings 

CP1              CP2 CP1              CP2 CP1             CP2 

P1=D1 E1 F1 

P2=D2 E2 F2 

C1 =10101 

C2=01010

C3=01010

C4=10101

C5=10101

010100 

011101 

011101 

010100 

011 

110 

011 

110 

011 

011101 

C6=01010 

C7=10101 

C8=01010 

C9=10101 

C10=01010 

110 

110 

011 

011101 

010100 

010100

010100

011101

011 

110 

 

P1 and P2 perform crossover operation according to the method of Table 6. The resulting offsprings are 

shown in Table 13. 

Table 13. Two parents generate 12 offsprings by crossover 

Parents Offsprings 

CP1              CP2 CP1              CP2 CP1             CP2 

P1=D1 E1 F1 

P2=D2 E2 F2 

C1 =10101 

C2=01010

C3=01010

C4=10101

C5=10101

C6=01010

010100 

011101 

011101 

010100 

011 

110 

110 

011 

110 

011 

011101 

010100

C7=10101 

C8=01010 

C9=10101 

C10=01010 

C11=011 

C12=110 

110 

011 

011101 

010100

10101 

01010 

010100

011101

011 

110 

011101

010100

 

P1 and P2 perform crossover operation according to the method of Table 7. The resulting offspring 

individuals are shown in Table 14. 
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Table 14. Two parents generate 14 offsprings by crossover 

Parents Offsprings 

CP1              CP2 CP1              CP2 CP1             CP2 

P1=D1 E1 F1 

P2=D2 E2 F2 

C1 =10101 

C2=01010

C3=01010

C4=10101

C5=10101

C6=01010

C7=10101

010100 

011101 

011101 

010100 

011 

110 

110 

110 

011 

110 

011 

011101 

010100

010100

C8=01010 

C9=10101 

C10=01010 

C11=011 

C12=110 

C13=010100 

C14=011101 

011 

011101 

010100

10101 

01010 

10101 

01010 

011101

011 

110 

011101

010100

110 

011 
 

4.3 Mutation Operation 

All cross-generated offsprings undergo mutation in MGA and BGA. Suppose the mutation probability is 

Pm, 1 2( , , , , )i i i ij idX x x x x= � �  is the ith individual to be mutated, and xij is the jth component of the ith 

individual. Such a component is mutated as follows: A 0-1 uniformly distributed random number is 

generated. If the random number is less than or equal to the mutation probability Pm, this bit is mutated, 

otherwise, it is not be mutated. Thus, if a certain bit is 0, then the bit is 1 becomes 1 if mutated and vice 

versa. 

4.4 Evolutionary Strategy 

4.4.1 Evolutionary Strategy of MGA 

The evolutionary strategy of MGA is as follows. First, the initial population is generated to become the 

first parent generation. All the members of the population are sorted in descending order according to 

their calculated objective function values (if objective function solves maximum). Then, selection and 

crossover operations are performed. Thirdly, retaining s elite individuals and n excellent individuals from 

n parent individuals and cross-generated βn offspring individuals, n excellent individuals are mutated. 

Finally, n excellent individuals are preserved from nPm mutated, unmutated n(1-Pm), and s elite 

individuals. In this way, the new population is generated. If computing requirements are met, then 

computing is stopped; if the computing requirements are not met, process is repeated with the new 

population. The above steps are repeated until the computing requirements are met. The evolutionary 

strategy of MGA is shown in Fig. 1.  

4.4.2 Evolutionary Strategy of BGA 

The evolutionary strategy of BGA is as follows. First, the initial population is generated. All the 

individuals in the population are sorted in descending order according to their calculated objective 

function values (if objective function solves maximum). Then, s elite individuals are preserved from n 

parents. Next, selection, crossover and mutation operations are performed. Finally, s low ranked 

individuals are replaced by s elite individuals. In this way, the new population is generated. If the 

computing requirements are met, the process is stopped; else the process is repeated until the computing 

requirements are met. The evolutionary strategy of BGA is shown in Fig. 2.  

4.4.3 Comparative Analysis of Evolutionary Strategy  

In the evolutionary strategy of BGA, the parents and cross-generated βn offsprings are likely to be 

mutated. Hence, excellent cross-generated individuals may be destroyed during the mutation operation, 

leading to lack of cross-generated excellent individuals. In the evolutionary strategy of MGA, s elite 

individuals are preserved from parents and cross-generated offsprings. Hence, even though some elite 

parents are destroyed during the crossover operation, the preserved s elite individuals within the new 

offspring population are no worse than the elite individuals within the parent population. Based on such 

analysis, in the evolutionary strategy of MGA, the crossover probability equals 1, the number of cross-

generated offsprings is βn, the number of cross-generated offsprings is far more than that of BGA, 

leading to increase of the probabilty of generating excellent individuals and improved performance. 
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Fig. 1. The evolutionary strategy block diagram of MGA 
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5 Iteration Terminal Condition 

Both with MGA and BGA, the chosen iteration termination condition is chosen as follows: 

 
*

,    1, 2, ,
i i i
f f i pε− ≤ = �

.
  (13) 

where f
*  

i  is the theoretical global maximum or minimum of the ith test function, fi is the ith test function’s 

optimal value found by MGA or BGA, and ε
i 
is the given precision requirement of the ith test function. 

6 Algorithm testing and analysis 

6.1 Selection of Test Functions 

To compare the performance of MGA in comparison to BGA, as well as to investigate the relationship 

between number of offsprings and computational speed of MGA, ten common test functions with 

considerable complexity were adopted as described below [30-31]. 

Test function 1 

 

2

2 2 2

1 2 2

3
max ( , ) ( )      5.12 , 5.12

0.05 ( )
f x y x y x y

x y

⎡ ⎤
= + + − ≤ ≤⎢ ⎥+ +⎣ ⎦

. (15) 

The global optimal solution of function f1 is surrounded by the worst solution, and function f1 has four 

local minima; determining the global optimal solution is like searching for a needle in a haystack. 

Therefore, the function is also known as needle in a haystack problem. The global optimal value of f1 is 

3600, and the optimal solution is (x, y)=(0, 0). 

Test function 2 

 

2 2

1 2

2 1 2 1 2 1 2
min ( , ) sin( ) cos( ) exp 1       10 , 10

π

x x
f x x x x x x

⎛ ⎞+
⎜ ⎟= − − − ≤ ≤
⎜ ⎟
⎝ ⎠

.  (16) 

Function f2 is called Holder Table function. It has many local minima and four global minima. 

Determining the local optima is relatively easy, whereas the global optimal solutions are difficult to find. 

The four global optimal solutions of function are (x1, x2) = (8.05502, 9.66459), (x1, x2) = 

(8.05502,−9.66459), (x1, x2) = (−8.05502, 9.66459), (x1, x2) = (−8.05502,−9.66459), and the global 

minimum value is −19.2085. 

Test function 3 

 ( )
4

2 2 2 21

3 1 1 1 2 2 2 1 2
min ( ) 4 2.1 4 4        3 3, 2 2

3

x
f x x x x x x x x x

⎛ ⎞
= − + + + − + − ≤ ≤ − ≤ ≤⎜ ⎟
⎝ ⎠

. (17) 

Function f3 is a six-hump camel back function, which has six local minima, two of which are global. 

The global minimum value of function f3 is −1.0316, and the global optimal solutions are (x1, x2) = 

(−0.0898, 0.7126) and (x1, x2) = (0.0898,−0.7126). 

Test function 4 

 
3

4

1

2( 10comin ( ) 10)) s(2π
i

i i
xf x x

=

− +=∑ 1 2 3
-5.12 , , 5.12x x x≤ ≤ .  (18) 

Function f4 is called generalized Rastrigin function. It has many local minima. The function is a typical 

complex multimodal function with a large number of local optimal points. Determining the local optima 

is relatively easy, whereas finding the global optimal solution is difficult. The global optimal solution of 

function f4 is (x1, x2)=(0, 0), and the global minimum value is 0. 

Test function 5 
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 ( )2 2

1 2

5 1 22 2

1 2

1 cos 12
min ( )       5.12 , 5.12

0.5( ) 2

x x
f X x x

x x

+ +

= − ≤ ≤

+ +

.  (19) 

Function f
5 is called Drop-Wave function. It is multimodal and highly complex, with many local 

minima, and a single global optimal solution which is (x
1
, x

2
)=(0, 0), with the global minimum value 

equal to -1. 

Test function 6 

 2 2 2 2

6 1 2 2 1 1
min ( , ) 100*( ) ( 1)f x x x x x= − + −

1 2
10 , 10x x− ≤ ≤ .  (20) 

Function f
6 is the Rosenbrock function, also referred to as the Valley or Banana function. It is a popular 

test problem for gradient-based optimization algorithms. The function is unimodal, and the global 

minimum lies in a narrow, parabolic valley. Even though this valley is easy to find, convergence to the 

minimum is difficult. The global optimal solution of function f
6
 is (x

1
, x

2
)=(1, 1), and the global minimum 

value is 0. 

Test function 7 

 
2 2

7 1 2 1 2 1 2
min ( , ) ( 2 7) (2 5)f x x x x x x= + − + + −

1 2
10 , 10x x− ≤ ≤ .  (21) 

Function f
7
 is the booth function. Its global optimal solution is at (x

1
, x

2
)=(1, 3), and its global 

minimum value is 0. 

Test function 8 

 ( )2 2

8 1 2 1 2
min ( ) cos( ) cos( ) exp ( ) ( )f X x x x xπ π= − − − − −

1 2
100 , 100x x− ≤ ≤ . (22) 

Function f
8
 is the Easom function, and has several local minima. It is unimodal, and the global 

minimum has a small area relative to the search space. Its global optimal solution is at f
8
 is (x

1
, x

2
)=(π, π), 

and the global minimum value is -1. 

Test function 9 

 

( )
( )

2

2 2

1 2

9 2
2 2

1 2

sin 0.5
min ( ) 0.5

1 0.001( )

x x
f X

x x

−

+ −

= +

+ +

1 2
100 , 100x x− ≤ ≤ .  (23) 

Function f
9
 is the Schaffer function, and has thousands of local minima. It is a multimodal function 

with only one global minimum. Its global optimal solution is at (x
1
, x

2
) = (0, 0), and the global minimum 

value is 0. 

Test function 10 

 

5 5

10 1 2

1 1

min ( ) cos(( 1) ) cos( 1) )
i i

f X i i x i i i x i
= =

⎛ ⎞⎛ ⎞
= + + + +⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠
∑ ∑ 1 2

10 , 10x x− ≤ ≤ . (24) 

Function f
10

 is Shubert function, has 760 local minima and 18 global minima. Its global optimal 

solution is at (x
1
, x2)=(-1.42513,-0.80032), and the global minimum value is -186.7309. 

6.2 The Relationship between the Number of Offsprings and the Computational Speed 

0-1 encoding and two-point crossover are adopted with MGA, and BGA; the initial population is 

randomly generated; the population size is n=100; the precision of encoding is c=10; the mutation 

probability is Pm=0.1; the number of elite individuals is s=10; computing precisions of the ten test 

functions are, respectively, ε
i
=10−4(i=1, 2, …, 10), and β is equal to 0.15 in Eq. (9).  

The range of variables in the test functions are given in Eqs. (15) to (24). Each method was run 500 

times with each test function on the same computer. The average running times and average numbers of 

iterations are shown in Table 15. 
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Table 15. Test results 

Test functions Methods Average running time Average number of iterations 

BGA 0.3223 19.3133 

MGA of 4 offsprings 0.3017 15.1900 

MGA of 6 offsprings 0.2824 12.7367 

MGA of 8 offsprings 0.3662 11.5900 

MGA of 10 offsprings 0.4164 11.2340 

MGA of 12 offsprings 0.4455 10.6420 

f
1 

MGA of 14 offsprings 0.5029 10.4620 

BGA 0.5741 38.1740 

MGA of 4 offsprings 0.5318 23.8460 

MGA of 6 offsprings 0.1778 6.6460 

MGA of 8 offsprings 0.2172 5.8620 

MGA of 10 offsprings 0.2362 5.3420 

MGA of 12 offsprings 0.2649 5.1900 

f
2 

MGA of 14 offsprings 0.2890 5.0760 

BGA 0.1972 12.3533 

MGA of 4 offsprings 0.1327 5.9000 

MGA of 6 offsprings 0.1118 4.0133 

MGA of 8 offsprings 0.1215 3.5467 

MGA of 10 offsprings 0.1300 3.4680 

MGA of 12 offsprings 0.1455 3.3980 

f
3 

MGA of 14 offsprings 0.1663 3.3460 

BGA 0.5861 29.2000 

MGA of 4 offsprings 0.5621 20.1633 

MGA of 6 offsprings 0.5416 15.0233 

MGA of 8 offsprings 0.6045 13.7133 

MGA of 10 offsprings 0.6633 12.8240 

MGA of 12 offsprings 0.7763 12.9580 

f
4
 

MGA of 14 offsprings 0.8918 12.2120 

BGA 0.6912 117.0000 

MGA of 4 offsprings 0.6698 96.6030 

MGA of 6 offsprings 0.2482 30.7060 

MGA of 8 offsprings 0.2596 21.4740 

MGA of 10 offsprings 0.2640 19.1200 

MGA of 12 offsprings 0.2703 17.4620 

f
5
 

MGA of 14 offsprings 0.2908 16.4790 

BGA 6.5208 1207.9400 

MGA of 4 offsprings 4.4131 581.7100 

MGA of 6 offsprings 2.9366 310.8800 

MGA of 8 offsprings 3.0437 240.0100 

MGA of 10 offsprings 3.2007 225.5100 

MGA of 12 offsprings 3.5715 210.2500 

f
6
 

MGA of 14 offsprings 3.7472 203.1900 

BGA 0.8546 52.3920 

MGA of 4 offsprings 0.6722 44.4530 

MGA of 6 offsprings 0.4456 19.5760 

MGA of 8 offsprings 0.4836 14.9220 

MGA of 10 offsprings 0.5096 14.6850 

MGA of 12 offsprings 0.5524 14.2900 

f
7
 

MGA of 14 offsprings 0.6336 14.0760 

BGA 1.4451 272.7260 

MGA of 4 offsprings 1.2930 209.0300 

MGA of 6 offsprings 1.2159 178.9560 

MGA of 8 offsprings 1.2647 131.4720 

MGA of 10 offsprings 1.3665 124.7500 

MGA of 12 offsprings 1.6981 113.4340 

f
8
 

MGA of 14 offsprings 1.7279 103.926 
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Table 15. Test results (continue) 

Test functions Methods Average running time Average number of iterations 

BGA 0.8213 142.4320 

MGA of 4 offsprings 0.7915 105.6830 

MGA of 6 offsprings 0.2291 23.0140 

MGA of 8 offsprings 0.2447 19.6690 

MGA of 10 offsprings 0.2731 18.1400 

MGA of 12 offsprings 0.2860 17.2120 

f
9
 

MGA of 14 offsprings 0.3309 16.9250 

BGA 0.6224 50.4980 

MGA of 4 offsprings 0.2782 38.0200 

MGA of 6 offsprings 0.1600 17.9570 

MGA of 8 offsprings 0.1820 15.9470 

MGA of 10 offsprings 0.1909 15.1260 

MGA of 12 offsprings 0.2040 14.1280 

f
10

 

MGA of 14 offsprings 0.2670 13.9170 

 

Corresponding to each test function, the average number of iterations and average running times as a 

function of the number of offsprings are shown in Fig. 2 and Fig. 3. 
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Fig. 2. Average iteration number as a function of number of offsprings 
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Fig. 3. Average computational time as a function of number of offsprings 

The number of offsprings generated by crossover with two parents is significantly increased in MGA 

as compared with BGA. The increase of number of offsprings improves the probability of generating 

excellent individuals, and improves the convergence speed of MGA, and saves search time. On the other 

hand, the calculation time of the crossover operation increases due to generation of more offspring. Thus, 

a certain relationship exists between the number of cross-generated offspring and the computational 

speed of MGA.  

Table 15, Fig. 2, and Fig. 3 show that the average number of iterations decreases gradually, and the 

average number of iterations of MGA is significantly less than the average number of iterations of BGA.  

The average running time first decreases gradually with the increase in the number of cross-generated 

offsprings. When the number of cross-generated offsprings exceeds a threshold value, the average 
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running time gradually increases with the number of cross-generated offsprings. The test results show 

that, for all functions, when the number of cross-generated offsprings exceeds 6, the average running 

time of MGA gradually increases with the number of cross-generated offsprings; when the number of 

cross-generated offsprings is less than or equal to 6, the average running time of MGA gradually 

decreases with the increase of the number of cross-generated offsprings, and the average running time of 

MGA is significantly less than the average running time of BGA. For functions f
2 , f3

, f
5 , f6

, f
7
, f

9 and f
10, 

when the number of cross-generated offsprings exceeds 6, the average running time of MGA is less than 

the average running time of BGA. For function f
1
, f

4
 and f

8
, when the number of cross-generated offspring 

individual exceeds some threshold value, the average running time of MGA is greater than the average 

running time of BGA.  

In conclusion, when the number of cross-generated offsprings by two parents equals to 6, the average 

number of iterations and average running time of MGA are significantly less than those of BGA. 

6.3 Comparison and Analysis of Algorithm Performance 

In order to verify the validity and feasibility of MGA, it was compared with references [20, 26-

27]. The selection, crossover, mutation, evolution strategy and parameter setting of MGA are as 

described above, and the number of offsprings of MGA is chosen equal to 6. In addition, the selection, 

crossover, mutation, evolutionary strategy, and parameter setting were chosen the same as those in [20, 

26-27]. The iterative termination conditions for all algorithms are given in Section 5. The average 

running time and average number of iterations are shown in Table 16. 

Table 16. The computational results with all the algorithms 

Test function f
1
 f

2
 f

3
 f

4
 f

5
 f

6
 f

7
 f

8
 f

9
 f

10
 

Average 

computational time
0.3263 0.5583 0.1806 0.5780 0.6870 6.2270 0.7362 1.4062 0.8062 0.6046

Reference 

[20] Average number of 

iterations 
16.3890 33.6240 11.5342 28.7250 116.2680 1183.6820 50.2680 268.5732 140.2680 49.6752 

Average 

computational time
0.3027 0.5283 0.1407 0.5716 0.6432 4.3869 0.6682 1.2832 0.8023 0.2760

Reference 

[26] Average number of 

iterations 
16.1460 24.7580 6.2640 20.6840 95.7820 579.6320 43.6582 206.2040 106.3210 37.9020 

Average 

computational time
0.3125 0.5267 0.1377 0.5672 0.6742 4.4632 0.6702 1.2906 0.7982 0.2774

Reference 

[27] Average number of 

iterations 
16.1720 24.6640 6.0820 20.1730 96.5320 582.1020 44.3230 208.6750 106.3620 38.1620 

Average 

computational time
0.2824 0.1778 0.1118 0.5416 0.2482 2.9366 0.4456 1.2159 0.2291 0.1600

MGA 
Average number of 

iterations 
12.7367 6.6460 4.0133 15.0233 30.7060 310.8800 19.5760 178.9560 23.0140 17.9570 

 

From Table 16, it can be seen that the average running time and the average number of iterations of the 

MGA are significantly better than those of the references [20, 26-27]. 

7 Conclusions, Significance and Limitations 

7.1 Conclusions 

The conclusions can be itemized as follows: 

(1) A MGA method is proposed in accordance with biological and mathematical ecological theories; 

the feasibility of MGA is discussed in theory. 

(2) A method to generate multi-offsprings by two-point crossover is given. 

(3) In MGA, when the number of cross-generated offsprings by two parents is less than or equal to 

some threshold value, the average running time of MGA is less than those of BGA and references [20, 

26-27]. 
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(4) The paper gives the change rule of the average number of iterations and average running time of 

MGA with the increase of number of cross-generated offspring individual. 

(5) Test results with ten test functions show that MGA is faster than BGA and the methods used in 

references [20, 26-27]. When the number of cross-generated offsprings by two parents equals 6, the 

running speed of MGA is the fastest. In addition, the average number of iterations of MGA significantly 

decreases with the increase in the number of cross-generated offsprings.  

The conclusions given above are valid for MGA based on the two-point crossover. There are many 

issues worth further studying, such as offspring generation method in multi-offspring real-coded genetic 

algorithm, the corresponding best number of offsprings and the relationship between the number of 

offsprings and the computational time. 

7.2 Significance, Limitation and Expectation 

The significance of this paper lies in: (1) Gives the theoretical basis of biological and mathematical 

ecology of MGA; (2) Gives the offspring generation method of MGA based on two-point crossover; (3) 

Gives the relationship between the offspring number and running speed and the optimal number of 

offspring individuals of MGA based on two-point crossover; (4) Lays the foundation for subsequent 

research on MGA.  

The limitations of this paper lies in: the conclusions given in this paper are valid only for MGA based 

on the two-point crossover. 

MO-GA has many issues worth further studying, for example, offspring generation method of multi-

offspring real-coded genetic algorithm, the best number of offspring individuals and the influence of the 

number of offspring individuals on the running speed, and so on. 
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