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Abstract. Aiming at the problem that the accuracy of Lagrange interpolation with fixed window 

is not high enough, based on vehicle positioning data, a slope based selection algorithm of 

optimal window in Lagrange interpolation is proposed. The optimal window size is determined 

by the slope which is calculated by connecting the Lagrange prediction value and the 

forward/backward data of the missing data, so as to obtain the optimal interpolation value. 

Taking the vehicle positioning data as an example to verify the proposed algorithm. The results 

have shown that the performance of the algorithm proposed is significantly improved compared 

with the fixed-window Lagrange interpolation algorithm and other methods. At the same time, it 

has been found that this method is beneficial to solve the problem of data oscillation after 

multiple interpolation caused by the “Runge” phenomenon in polynomial interpolation. 

Keywords:  Lagrange interpolation, optimal window, “Runge” phenomenon, slope, vehicle 

positioning data 

1 Introduction 

The application of technology in the era of big data has promoted the intelligence of all walks of life in 

cities. The intelligent state of urban transport is also the primary component of a smart city. Behind the 

intelligence, the support of big data is very important [1-3]. The quality of each data is related to the 

entire process of data analysis, storage, fusion and prediction [4-6]. In the process of collection, the 

dataset can be affected by many aspects, such as device failure, network or signal problems, and 

processing errors, etc., which will result in different degrees of missing data [7]. Therefore, how to deal 

with these missing values is a problem that researchers need to face [8]. 

The commonly used method is to repair rather than delete the missing data. The reason is that although 

the deletion is the simplest method, it is easy to cause the loss of useful information, which will adversely 

affect the subsequent data mining and application. The commonly used methods repairing missing data 

include: forward interpolation, linear interpolation, Lagrange interpolation, and association rule 

interpolation [9]. However, these methods are faced with the problem that the interpolation accuracy is 

not high enough, especially for data such as vehicle positioning data that requires relatively high 

precision [10]. Therefore, based on the Lagrange interpolation method [11], a slope based selection 

algorithm of optimal window in Lagrange interpolation is proposed. This method can improve the 
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repairing accuracy of missing values by dynamically considering the laws of change of its adjacent 

values and selecting the optimal number of neighboring values to help to predict the missing data.  

2 Methods 

2.1 Lagrange Interpolation Algorithm  

According to mathematical knowledge, a (n-1) degree polynomial can be found for n points known on 

the plane (any two points not on a straight line) [12]: 
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So the Lagrange interpolation polynomial is [12]: 
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Substituting 
i
x  corresponding to the missing value into the interpolation polynomial to obtain the 

approximate value ( )
i

L x  of the missing value. Note that the number n (equals k in this paper) of data 

involved in the calculation need to be preset, that means the order of the Lagrange interpolation (n-1) and 

the window size (k) mentioned in this paper should be preset. 

2.2 The algorithm proposed 

When using Lagrange interpolation, the window size of the interpolation is generally fixed (5 usually) 

[13]. But in fact, the window size that makes the optimal interpolation for each missing value is often not 

same. Considering that if the interpolation value is a suitable one to use, it must not deviate too far from 

the original data, that is, its slope calculated by connecting it with the adjacent data will not be too large. 

Inspired by this idea, we propose a slope based selection algorithm of optimal window to make Lagrange 

interpolation work better. 

We define k as: 
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xi is the position of the missing value, ( )
i k

L x  is the approximation of the missing value yi using 

Lagrange interpolation (when the window size is k), and (xi-1, yi-1) is previous value of the missing value.  

( )
i k

L x  is calculated by the equation (5) (n = k). 

U is a set of values of k. It is proved by experiments that when 
max
k  > 20, the interpolation precision 

using the proposed algorithm tends to be constant. Therefore, the upper limit of k in this paper is set to 20, 

that is, U= [1, 20]. But one thing has to be aware of is that U may be different for different datasets. 

It can be seen from the equation(6) that when 0( )
k
P k U< ∈  is true, k is the corresponding value that 

maximize the slope; When 0( )
k
P k U> ∈  is true, k is the corresponding value that Minimize the slope; 

When neither of the above two is true, k has two or more alternatives at this time. Taking k with two 

alternatives, note them as 
1
k , 

2
k  (the calculation method is the same when multiple alternatives appear), 

and the last k is further determined by the following formula: 
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xi is the position of the missing value, ( )
i k

L x  calculated by the equation (5) is the approximation of 

the missing value yi (when n=k), and (xi+2, yi+2) is the second data behind the missing value, which is 

chosen as a new reference value used for calculation. 

If ( )
k
P k U∈  is still not all positive/negative, then other reference values adjacent will be selected to 

calculate the slope helping determine k until it has only one alternative. In general, k can be determined 

by comparing the slopes within choosing three references. The neighboring data used to calculate the 

slope can theoretically be freely selected. In this paper, we first choose the previous value and the second 

is the value second behind the missing data. The reason is that the data distribution on both sides of 

missing data may be different if it is at the peak / valley, so choosing references from different directions 

can help to determine k faster. 

The algorithm is drawn as follows: 

Keep the corresponding k (positive 
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Keep the corresponding k (positive 
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Fig. 1. Algorithm flowchart 
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In Fig. 1, V is used to avoid the useless calculation caused by the “Runge” phenomenon. Due to the 

influence of the “Runge” phenomenon, as interpolation window (k) increases, there will be obvious 

oscillation at both ends of the dataset to be interpolated, which will make the slope calculated here 

appears to be abnormally large/small. Therefore, choosing a suitable V, when n = k∈U, if the 

corresponding slope exceeds this range V, the predicted value (when k > n) is no longer calculated. This 

step can reduce the amount of calculation. In this paper, V is set to [-2, 2], which can be adjusted 

according to different datasets.  

3 Evaluation Rule 

In this paper, we use Mean Absolute Error (MAE) to evaluate the accuracy of each interpolation method, 

which is defined as follows: 
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MAE: Mean Absolute Error 

i
E : The absolute error between the ith actual value and the predicted value 

i
Y : the ith actual value 

ˆ

i
Y : the ith predicted value 

The smaller the MAE, the better the performance. 

4 Experiments 

In this paper, the performance of the proposed algorithm is verified by vehicle positioning data. We 

randomly select the “latitude” and “longitude” positioning data of a single vehicle from August 18, 2018 

18:36 to 21:36. For various reasons, the collected vehicle positioning data is not always clean, and there 

may be some data missing and abnormal. In this paper, we first compare and analyze the impact of 

different window sizes on the performance of Lagrange interpolation method. Then we compare the 

performance of the proposed algorithm and four kinds of commonly used interpolation methods: fixed 

window Lagrange interpolation, linear interpolation and forward interpolation. Last, the improvement of 

“Runge” phenomenon will be further shown and analyzed. 

4.1 Lagrange Interpolation with Different Sizes of Window  

In order to show that the impact of different window sizes on the performance of Lagrange interpolation 

method, we first delete some of the data in the sample data and repairing it using Lagrange interpolation 

with different window sizes, then compare them with the raw data to see the effect of window sizes on 

Lagrange interpolation. The results have been show in Table 1. In order to save space, we only list MAE 

values when the window size [1, 6]k∈ . (We give 5 MAE values between raw data numbered 12, 23, 59, 

79, 92 and its corresponding filled data here.) In this section, the sample data we use is randomly chosen 

from the vehicle positioning data we have mentioned above and the evaluation rule is the MAE values. 

Table 1. MAE values after Lagrange interpolation with different window sizes ( [1, 6]k∈ ) 

 12 23 59 79 92 Average MAE 

k=1 6
1.5 10

−

×  6
2 10

−

×  5
3.65 10

−

×  4
1.3 10

−

×  5
6.5 10

−

×  5
4.85 10

−

×  

k=2 6
1.16 10

−

×  7
1.67 10

−

×  5
4.43 10

−

×  4
1.36 10

−

×  5
4.37 10

−

×  5
4.51 10

−

×  

k=3 7
9.5 10

−

×  7
2 10

−

×  5
5.06 10

−

×  4
1.38 10

−

×  5
3.2 10

−

×  5
4.44 10

−

×  

k=4 7
8.16 10

−

×  7
3.57 10

−

×  4
3.5 10

−

×  3
1.8 10

−

×  2
2 10

−

×  3
4.62 10

−

×  

k=5 7
6.27 10

−

×  5
3.54 10

−

×  2
1.8 10

−

×  2.05 23.35 5.08 

k=6 7
4.11 10

−

×  4
6.58 10

−

×  142.53 888.43 21654.76 -- 
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The bolded in the 2~5 columns in Table 1 are optimal interpolation results. Obviously, for the missing 

data at different locations, the optimal interpolation results correspond to different window sizes (k). For 

example, the data numbered 23 achieves its best interpolation value when the window size k=2 while for 

No.92 data, the optimal window size k=3. Apparently, if a fixed window Lagrange interpolation is used, 

the effect of interpolation will definitely be affected. The last column shows the average error under the 

fixed window leaved for the further use. In addition, we can see from the data at Bottom right in Table 1 

that some data will be Seriously affected if we use window fixed Lagrange interpolation method, which 

is result from “Runge” phenomenon. We will study it in the following experiments. 

4.2 Comparison of Interpolation Accuracy Using Different Methods  

In order to prove the improvement on the performance of the existing interpolation methods, we further 

do some experiments in this section. We choose part of data of the “Latitude” and “Longitude” in the 

vehicle positioning data and take MAE values as evaluation rule. Then four kinds of methods has been 

used to interpolate the missing data respectively. The results have been shown as in Table 2. 

Table 2. Comparison of the performance of different interpolation methods 

 longitude latitude 

Forward interpolation 4
2.48 10

−

×  4
1.08 10

−

×  

Linear interpolation 5
1.96 10

−

×  4
3.82 10

−

×  

Common Lagrange interpolation (k=5) 2
1.12 10

−

×  2.23 

Common Lagrange interpolation (k=5)* 4
4.89 10

−

×  0.54 

Algorithm proposed 5
1.13 10

−

×  5
1.35 10

−

×  

 

In Table 2, Forward interpolation, Linear interpolation, Common Lagrange interpolation and 

Algorithm proposed show the performance using Forward interpolation, Linear interpolation, Common 

Lagrange interpolation and the Algorithm proposed in this paper respectively. What’s more, Common 

Lagrange interpolation (k=5)* means that it has removed the interpolation value affected by the “Runge” 

phenomenon when calculating the Mean Absolute Error (MAE) in the Common Lagrange interpolation 

(k=5). 

It can be seen from Table 2 that MAE values of the commonly used Lagrange algorithm (k=5) is the 

largest, because the Lagrange interpolation has “Runge” phenomenon after multiple interpolations, 

making the filled data oscillate, so its MAE increase by several orders of magnitude. In addition, it can be 

seen that even if the interpolation value severely affected by “Runge” phenomenon is removed (see 

common Lagrange interpolation (k=5)*), the MAE value is still relatively large. Moreover, although the 

accuracy of linear interpolation is very close to the algorithm we have proposed, the linear interpolation 

method is too singular, that is, not each missing data can be repaired by this method perfectly. And more 

importantly, the algorithm proposed in this paper has taken linearly interpolation (i.e. equivalent to 

Lagrange Interpolation when n=k=1) into consideration, which is why the accuracy of the proposed 

algorithm is higher than the accuracy of linear interpolation. In summary, the performance of the 

proposed algorithm is optimal compared to the other commonly used interpolation methods. Although 

the improvement is not as large as several orders of magnitude, it still means a lot to data that requires 

very high precision, such as vehicle positioning data [10]. 

4.3 “Runge” Phenomenon 

According to the “Runge” phenomenon, when using high-order interpolation polynomial based on 

equidistant nodes to approximate the “Runge” function, the interpolation polynomial will produce 

obvious data oscillation, that is, traditional Lagrange interpolation will cause “Runge” phenomenon, 

which result in data oscillation appearing at both ends of the data interval to be interpolated making the 

average error of the interpolation much larger. But experiments in this paper have proved that our method 

is beneficial to mitigate the impact of the “Runge” phenomenon. 

The dataset used in this part is sampled from the data “latitude” in the vehicle positioning dataset we 

have mentioned above. We first show readers the “Runge” phenomenon appearing in the fixed window 

lagrange interpolation in Fig. 2. and then show the improvement of our proposed algorithm on it in Fig. 3. 



A Slope Based Selection Algorithm of Optimal Window in Lagrange Interpolation 

218 

 

Fig. 2. The “Runge” phenomenon appearing in the Lagrange interpolation with fixed window size 

 

Fig. 3. Comparison of the “Runge” phenomenon before and after improvement (Fig. 3. is a partial 

enlarged view of Fig. 2.) 

“*” identifies the trajectory of the raw data, and the solid line identifies the trajectory of cleaned data 

after using Lagrange interpolation with fixed window (k=5). As Fig. 1. shows, when we use the window 

fixed Lagrange interpolation method to repair missing data, data oscillation appears in the end of the data 

interval, which is caused by “Runge” phenomenon. 

“*” identifies the trajectory of the raw data, the solid line identifies the trajectory after using Lagrange 

interpolation with fixed window (k=5), and the dotted line marks our proposed algorithm. As can be seen 

from Fig. 3. No. 30 data is obviously missing(*) and the fixed-window Lagrange interpolation value 

(solid line )obviously does not match on the track of the raw data, which is due to the “Runge” 

phenomenon. But the algorithm proposed in this paper does not have this problem, which we can see 

from the dotted line in Fig. 3. Obviously, the filled data using the algorithm proposed in this paper 

(dotted line) is consistent with the trajectory of the raw data. Therefore, it can be concluded that the 

algorithm proposed in this paper avoids data oscillation caused by “Runge” phenomenon. 
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5 Conclusion 

Based on the problem that the precision of existing window fixed Lagrange interpolation is not high 

enough [13], we propose a slope based selection algorithm of optimal window in Lagrange interpolation. 

By considering the slope calculated by connecting the predicted value with some adjacent values, the 

algorithm can help Lagrange interpolation to determine an optimal window size for missing values at 

different positions to find the optimal interpolation value. Experiments have shown that the interpolation 

accuracy of the algorithm is better than the existing commonly used interpolation methods. In addition, 

our algorithm proposed also avoid data oscillation caused by the “Runge” phenomenon. Therefore, the 

algorithm proposed in this paper means a lot in high-precision data restoration such as vehicle 

positioning data. 
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