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Abstract. For intelligent transportation system (ITS), accurate, real-time and reliable vehicle 

trajectory prediction has become a hot research topic in the mobile object database. Accurate 

and reliable vehicle trajectory prediction can improve traffic safety and effectively promote 

urban road planning. Because vehicle motion is susceptible to environmental changes and user 

behavior, it is difficult to accurately predict its trajectory. Aiming at the low accuracy of vehicle 

trajectory prediction and the lack of real-time prediction, this paper proposes a new trajectory 

prediction method TPMC (Vehicle trajectory prediction algorithm based on mobility 

characteristics, TPMC). This algorithm is mainly applied to vehicle trajectory prediction under 

short distance. Based on the historical trajectory, the vehicle movement characteristics are 

analyzed, and then the appropriate vehicle movement model is designed to obtain the vehicle 

movement trajectory in the future. On this basis, the vehicle moving position and distance 

information are determined. The results of simulation indicate that the proposed method has a 

high prediction accuracy with less time overhead compared with other existing prediction 

methods. 

Keywords:  ITS, moving object database, vehicle movement characteristics, vehicle trajectory 

prediction 

1 Introduction 

As an important branch of wireless communication technology, vehicular ad hoc network (VANETs) [1] 

is a kind of wireless ad hoc network that will provide technical support for the safe, comfortable and 

intelligent urban traffic environment. Vehicular Ad Hoc Networks is a special mobile ad hoc network, it 

has its own unique network characteristics. Users in these vehicles can conveniently communicate with 

other vehicles via wireless communication devices [2]. Therefore, the vehicular network is widely used 

in traffic conditions report, vehicle collision warning, automatic pilot navigation and other transportation 

areas. 

Driving safety is one of the most significance works for the developers of automotive industry and 

researchers. An accurate and reliable vehicle trajectory algorithm can improve driving safety by detecting 

potential collisions in advance and reducing the risk of vehicle collisions. When the alarm is reminding, 

there only have a limited time left for the drivers to react. Although many vehicles equipped with the 

warning system there still have a risk of collision.  

With the earlier trajectory prediction, drivers can perceive nearby vehicle movements and traffic 

conditions in advance so that they have enough time to react appropriately, avoid potential dangers, and 

make safer and more effective driving actions. Active self-driving cars and safety systems are an ideal 

solution to reduce the number of traffic emergencies [3]. The advanced driver assistance systems (ADAS) 

like as collision warning system, adaptive cruise control and emergency braking system, that already be 

applied in some vehicles, can be used to warn the driver and even meddle on the state of the vehicle. If 
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we can predict the vehicle trajectory accurately and in time, we can better realize the communication 

between vehicles and prevent the unexpected events as soon as possible. Predicting the vehicle trajectory 

is an uncertainly work due to it relies on each driver’s behavior and intention. The prediction based on 

vehicle’s movement model can accurately predict the trajectory of the vehicle within a short distance.  

The vehicle network is applied to the urban transportation system, and its operating environment is 

more complex than the general self-organizing network [4]. At present, with the rapidly development of 

Global Positioning System (GPS) technology, mobile computing and wireless communication 

technology, the research of vehicle location based on vehicle navigation and other wireless devices has 

become a challenging hot spot. In real life, the movement of vehicles is always restricted by a lot of 

outside privacy, not the irregular movement. The mode of vehicle movement is mainly influenced by the 

following factors: the distribution of the road, the way of human behavior [5] and the classification of the 

vehicle, etc. The constraints of these external factors make the network node movement pattern in the 

vehicle network very different from the traditional self-organizing network. And these differences make 

the vehicle network more complex [6]. In spite of many external factors such as road conditions and 

human social behavior habits, the motion characteristics of the vehicle network still exist a certain 

regularity. Analyzing the regularity of the vehicle movement pattern and getting the correct prediction of 

the future vehicle movement trajectory have quite significant meanings for rapid data transmission, 

traffic management and human daily life. 

The rapidly development of vehicular networks has brought many new applications to urban transport 

and provided technical support for the construction of safe and comfortable urban traffic conditions. 

However, most of these applications encounter performance bottlenecks in the actual running 

environment. Due to the vehicle speed is relatively fast, the communication time between the vehicles 

can be kept relatively short, which results in less data transmission. If we can predict the location and 

state of the vehicle in advance, such as driving speed, driving direction and road type, so we can use 

these information to select the optimal communication link when the communication link is selected. The 

predictable moving position of the vehicle in the future, which will bring great help to the performance of 

the upper application system of the vehicular network [7]. Based on these analysis, the prediction of the 

vehicle’s trajectory is one of the great significance for the applications of the vehicular network. 

However, for many reasons, it is still a very challenging research to predict the future driving position of 

the vehicle. First, the road distribution in the city is complex. In such a complex environment, it is 

difficult to choose the driving path of the vehicle. Secondly, the destination of each vehicle may be 

different. Finally, the urban traffic conditions vary dynamically over time. In spite of this, there is still a 

certain regularity in the driving of the vehicle. The regularity of vehicle movement makes it possible to 

predict the future vehicle movement trajectory with a certain probability by analyzing the historical 

operating trajectory [8]. According to the geographical location, vehicle trajectory can be divided into 

two patterns: short-range prediction and long-range prediction. Due to the distance of the long-range 

prediction is farther than the short-range, it is difficult to achieve high prediction accuracy. The short-

range prediction is used to predict the vehicle trajectory at the next moment based on the current position 

or the historical trajectory information, and its accuracy is higher than the long-range prediction. This 

article mainly focuses on vehicle trajectory prediction in short-distance situations shown as Fig. 1. 

 

Fig. 1. Trajectory prediction  

In this paper, we focus on trajectory prediction by analyzing the vehicle historical trajectory. The 

proposed algorithm mainly used to predict the vehicle trajectory under the short distance. The algorithm 

analyzes the vehicle movement characteristics according to the historical movement trajectory, and then 

designs a suitable vehicle movement model to obtain the vehicle movement trajectory in the future. On 

this basis to predict the vehicle movement and movement distance information. The advantage of the 

TPMC algorithm is that the vehicle can use the mobile coordination factor to select more accurate motion 
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characteristics according to its mobile characteristics. 

The main contribution of this article lies in the following aspects: 

(1) Analyzing the historical trajectory (it is composed of a series of discrete historical locus points, 

which are mainly used to represent the location of the vehicle and the value of the driving speed) to build 

an appropriate model of vehicle movement characteristics.  

(2) That vehicle moving model is mainly used to predict the moving speed of the vehicle at the next 

moment. By changing the value of vehicle mobile coordination factor, the vehicle speed at the next 

moment is obtained. And get the average value of all possible values as the speed of vehicle at the 

following time. 

(3) Predicting the moving position and moving distance of the vehicle based on the predicted traveling 

speed of the vehicle.  

The rest of this paper is structured as follows. In Section 2, we describe and analyze the related works. 

In Section 3, definitions and computing methods for vehicle trajectory prediction are presented. 

Simulation results are presented in Section 4. The last section concludes this paper.  

2 Related Works 

Many previous research results have shown that the mobility of vehicles has a very significant impact on 

the performance of the vehicle trajectory prediction [9]. At present, many researchers all over the world 

have studied the uncertain trajectory prediction of mobile objects, which be divided into three kinds. (1) 

Trajectory time segmentation query [10]. By dividing the trajectory in time, the trajectory information in 

a particular period of time is querying to predict the next position. (2) Based on GPS data. Zhang et al. 

[11] puts forward the use of GPS historical data characteristics, which recommended the best path. 

However, this method does not consider the impact of dynamic environment on the prediction results, 

and the prediction accuracy is not high. (3) Mining frequent trajectory patterns to predict the future 

trajectory. Uncertainty trajectory prediction method [12], which scheme divides each road into a section 

of different width and length, and then detects the congestion section through the saturation of the section 

and the average speed of the vehicle. A hierarchical road network model [13], by reducing the road 

network of intersection nodes, reduces complexity, improves performance, reduces the storage of data 

and avoids unnecessary communication overhead. On the basis of the model, a detection backtracking 

algorithm is proposed, which selects the highest probability road fragments according to the information 

of the layered road network. 

Physics-based prediction is one of a common ways to predict vehicle trajectory in a short term [14,]. 

The article [15] researched the vehicle trajectory prediction and inspected the possible method for vehicle 

trajectory prediction based on the differential global positioning system. In this article, different vehicle 

trajectory prediction algorithm were compared and the simulation results indicated that the proposed 

algorithm have a higher accuracy when our prediction be ran in the short-rang case. Xie et al. [16] 

focused on the driver control and used the parameter to obtain better prediction. In the paper [17], the 

collision risk estimation is achieved through vehicle trajectory prediction and vehicle-to-vehicle 

communication tools. Woo et al. [4] proposed a vehicle trajectory prediction approach for lane change 

focusing on the high-level driving status. This approach use Hidden Markov Models (HMM) to analyze 

the vehicle movement based on driving habits estimation and classification. Song et al. [18] presented a 

filter based on the dynamic Bayesian network that could appraise the driving habits and anticipate the 

vehicle future trajectory. In this paper, the vehicle movement characteristics be analyzed by processed the 

historical trajectory information. The vehicle movement model was proposed to predict the future vehicle 

trajectory. Besides some time-series models using data could to predicted the trajectory such as 

autoregressive integrated moving average models and artificial neural networks. These models also could 

predict more accurately in the short-rang. 

At present, a variety of prediction models have been applied to vehicle trajectory prediction, such as 

Bayesian network, Markov chain, hidden Markov model, mixed Markov model, Gauss process, Gauss 

mixture, Kalman Filter (KF) and so on. Best and Fitch [19] proposes to predict trajectories by combining 

Bayesian network. Compared with traditional trajectory prediction methods, the advantage of this method 

is to illustrate the feasibility of integration with higher level planning algorithm. In this study [20], the 

interactive multiple model trajectory prediction (IMMTP) method is proposed by combining the two 

predicting models. Ye et al. [21], considering the influence of velocity change on the prediction accuracy, 
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a parameter adaptive selection trajectory prediction algorithm based on Hidden Markov model is 

proposed. The proposed trajectory prediction method [22] employs the recurrent neural network called 

long short-term memory (LSTM) to analyze the temporal behavior and predict the future coordinate of 

the surrounding vehicles. The Gauss mixture model is used to predict the trajectory probability and to 

deduce the joint probability distribution of the future motion by observing the historical trajectory model. 

In spite of this, the method only takes into account the historical trajectory, resulting in poor overall 

prediction results. Qiao et al. [23] studied the trajectory prediction method of Gauss hybrid model, which 

has high prediction accuracy. Malekian et al. [24] used Hidden Markov Models (HMM) and Radio 

Frequency Identification (RFID) technology to improve the performance of intelligent vehicle navigation 

systems. The paper [25] present a new approach to vehicle trajectory prediction based on automatically 

generated maps containing statistical information about the behavior of traffic participants in a given area. 

Chen et al. [26] studied the prediction-based target tracking in vision sensor networks and hoped to 

reduce the transmission energy of the vision sensor network by predicting the direction and speed of the 

moving target.  

3 Vehicle Trajectory Prediction Algorithm Based on Mobility Characteristics  

In order to provide high quality position based services, it is necessary to analyze the historical trajectory 

of the vehicle and predict the future trajectory. However, trajectory prediction is not only dependent on 

the historical trajectory alone, but also needs to consider various factors, such as roads, traffic conditions, 

sports environment and personal behavior habits. The regularity of human activity leads to a very strong 

temporal and spatial correlation in the change of traffic state. The TPMC algorithm analyzes vehicle 

movement characteristics through observing historical trajectory information, then designs appropriate 

vehicle mobility model to predict vehicle movement trajectory in the future. On this basis, the mobile 

location and Vehicle movement distance information of the vehicle are predicted.  

3.1 Algorithmic Definition 

The known vehicle moving object database DB, which stores a large number of moving information of 

vehicle at different times, the ordered set of moving information in time is called trajectory, expressed in 

1 2
 },{ ,

n
Tr TrDB Tr…= , and the number of trajectories is defined as |DB|. Vehicle history trajectory 

sequence { }1 2
 , ,

g
Tr s s s= …  represents a sequence of ordered discrete trajectory points { |, 1( , }, )

i i i i i
gs x y v t i= ≤ ≤ . 

Where vi represents the current position of the vehicle speed value, ti represents the time point, 

1
[1, ),

i i
i g t t

+
∈ < , ( , )

i i
x y  represents two-dimensional coordinates of moving objects. 

Constructing of the required vehicle mobile model and analyzing the history of the vehicle moving 

object database for vehicle history data in DB to calculate the average vehicle moving speed. Using η  to 

represent the average speed of vehicle for a long time movement 
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∞
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In real life, the moving speed of the vehicle is about 40-60 km / h, it can be assumed that the moving 

speed of the vehicle satisfies the Gaussian distribution. According to the moving speed of the vehicle in 

the historical trajectory sequence, the random moving process of the vehicle in the infinite moving state 

under the current data is analyzed. Use 
n

ζ  to denote vehicles’ random and independent processes when 

the vehicles move at infinity. 
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n
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θζ
θ π

−

=  (2) 

In the above formula, θ  is the vehicle movement coordination factor, satisfies 0 1θ≤ ≤ . When 

0 1θ< < , indicates that the vehicle is moving completely random. At this point a completely random 
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speed value is obtained. If 0 /1θ = , the vehicle move at a uniform speed. The magnitude of θ  represents 

the mutation of vehicle speed in a short time, and it is a specific performance of the vehicle itself 

mobility performance. 

Thus, the vehicle movement model can be defined as shown in formula (3). That is, at time t t+ Δ , the 

moving speed 
t t
v

+Δ
 of the vehicle is calculated as: 

 2(( 1) (1 ) 1 )
t t t n
v v tθ θ η θ ζ

+Δ
= − + − + − Δ  (3) 

At t t+ Δ  moment, vehicle speed 
t t
v

+Δ
 is obtained by moving characteristics and coordinating factors. 

However, only relying on a solely velocity value cannot achieve a relatively high and stable prediction 

accuracy for the vehicle trajectory prediction. And different values of the movement coordination factors 

will also have an impact on the value of the movement velocity at the next moment. 

How to obtain a more reasonable and accurate moving speed value has a great influence on the 

accuracy of the prediction of the vehicle trajectory. In real life, the speed of vehicles on the road is within 

a certain range, and the speed is generally in the majority of 40~60km/h. Therefore, it can be assumed 

that the vehicle speed satisfies the Gauss distribution. Therefore, we can use the joint density probability 

function to obtain more accurate vehicle speed by building multiple Gauss processes. 

Changing the mobile coordination factorθ  ( ( ) {0,... , ,... }i j kθ γ∈ ), γ  is used to represent the possible 

value of ( )i
θ , which satisfies 0 1γ≤ ≤ . So at t t+ Δ  time, the range of vehicle speed can be expressed in 
(1) ( ){ ,... }m

t t
v v v

+Δ
∈ . Establish a joint distribution function, dealing with two training data sets 

( ) {0,... , ,... }i j kθ γ∈  and (1) ( ){ ,... }m

t t
v v v

+Δ
∈ .  

Due to the value of the random variable ( )i
θ  only depends on the integral of the probability density 

function, so the probability density function at individual points does not affect the performance of 

random variables. Therefore, in order to obtain a more accurate vehicle traveling speed and improve the 

algorithm TPVN prediction accuracy, the joint density probability function can be established by 

constructing a plurality of Gaussian processes to obtain the probability value of the vehicle traveling 

speed. Based on the prediction speed value, the moving position and he moving distance of the vehicle 

are predicted.  

Given the training data sets ( ) {0,... , ,... }i j kθ γ∈  and (1) ( ){ ,... }m

t t
v v v

+Δ
∈ , a joint density probability 

function of the training data set is constructed. Therefore, we construct the model that ( )i
v  is generated by 

( )i
θ , and the value of ( )i

θ  is randomly selected from {0,... , ,... }j k γ . Then ( )i
v  obeys one of γ  Gaussian 

processes that depend on ( )i
θ . 

 ( ) ( ) ( ) ( )

0( | ) ( , | , )i i i i

k k k k
p v v

γθ σ ω θ ξ
=

= ∑ ∑  (4) 

Here, we define θ  satisfy multiple distributions, that is ( ) ( )i
Multinomialθ σ∼  and 

k
σ  is a coefficient, 

satisfying 0
k

σ ≥  and 
0

1
k k

γ
σ

=

∑ = , 
k

ξ  is the center of this density function, 
k

∑  is variance. 

It is necessary to accurately estimate the model parameters , ,
k k k

σ ξ ∑  by using the Gaussian process to 

solve the speed of probability. One of the most commonly used methods of parameter estimation is 

expectation-maximization (EM). The EM algorithm improves model parameter estimation in iterations, 

the matching probability of the model estimation parameter , ,
k k k

σ ξ ∑  and the observation training data 

set is continuously increased in each iteration. That is, equation (5) reaches 
( ) ( ) ( ) ( )( | ) ( | )i i i ip v k p v jθ θ= > =  

for each iteration. Through continuous iteration, get the best matching training speed value. The purpose 

of iterative training is to find a best value of moving speed, making ( ) ( )( | )i i
p v θ  maximum, which is 

( )

( ) ( )argmax ( | )
i

i i

t t
v

v p v θ
+Δ

= . 

The variable ( )i
θ  means to which one of γ  Gaussian processes each ( )i

v  comes from. Using the 

likelihood function to estimate the parameter , ,
k k k

σ ξ ∑ :  

 ( ) ( ) ( )

1

( , , ) log ( | , , ) log ( , )
m

i i i

i

p v pσ ξ θ ξ θ σ
=

∑ = ∑ +∑�  (5) 
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However, during the actual vehicle movement, θ  as a mobile coordination factor is a concrete 

manifestation of the change of the vehicle’s own performance. The change of the specific value is 

unpredictable. Here we will use the EM algorithm to optimize the parameters. The EM algorithm is 

divided into two steps. In E- step, the algorithm tries to guess the value of ( )i
θ . In M- step, parameters are 

updated according to the value of E- step guess. EM algorithm to solve Gaussian process optimization, 

fitting parameters , ,σ ξ ∑ .  

E-step: for each i and k set: 

 
( ) ( )

( ) ( )

( )

( , )
( | )

( )

i i

i i

i

p v
p v k

p

θ
θ

θ
= =  (6) 

M-step: Using maximum expectation method to obtain iterative estimation formula of Gauss process 

parameter , ,σ ξ ∑ . That is, the update rule of parameter , ,σ ξ ∑ . 

 ( ) ( )

1

1
( | )

m

i i

k

i

p v k
m

σ θ

=

= =∑ , ( )i

k k
vξ σ= , ( ) ( )( )( )i i T

k k k k
v vξ ξ ξ∑ = − −   (7) 

E-step is assumed to know the parameters of each Gauss process, and then estimate the weights of 

each Gauss model. M-step is based on the estimated weights and then goes back to determine the 

parameters of the Gauss process. Repeating the above two steps until the fluctuations are small and 

approximate to extreme values. 

The advantage of the model based on Gauss process is that the model parameters can be adaptively 

obtained according to different historical trajectory data. The main problem lies in: the model itself is non 

parametric (no need to set parameters) to solve, resulting in the amount of calculation increases with the 

increase of data. In the model training, the parameters are obtained by optimizing the likelihood function.  

3.2 Vehicle Movement Distance Prediction 

The moving distance of the vehicle means the length of the vehicle moves from moment t to moment 

t t+ Δ , which can be denoted by DISΔ . Since the movement of the vehicle in a short period of time 

approximates a uniform motion with the average speed of the initial velocity and the final velocity, the 

distance of the vehicle moving at t t+ Δ  moment can be expressed by the displacement formula of the 

physics: 

 
2

t t t

t t t

v v
DIS DIS DIS t

+Δ

+Δ

+⎛ ⎞
Δ = − = ×Δ⎜ ⎟

⎝ ⎠
 (8) 

Where 
t

DIS  represents the total moving distance of vehicle in t time. The 
t t

DIS
+Δ

 represents the total 

moving distance of vehicle in t t+ Δ  time. Expressing 
t t
v

+Δ
  in formula (3) and integrate both sides of 

formula (8): 

 2 21
( ) (1 )( ) 1 ( )

4 t t t t
t t t t t t t t

DIS DIS v v tθ θ η η θ ζ ζ
+Δ +Δ

+Δ +Δ

⎡ ⎤= + × + + − + + − + Δ
⎣ ⎦

 (9) 

3.3 Vehicle Movement Position Prediction 

In real life, vehicle movement cannot deviate from the driving lane, so the next moment, the coordinate 

of vehicle moving position can be obtained by vehicle coordinate position at t moment (through historical 

trajectory query), vehicle moving distance and vehicle moving velocity vector angle. 

If the location of the vehicle at time t can be identified by coordinates ( , )
t t t
L x y , so at time t t+ Δ , the 

geographic location of the vehicle can be predicted based on the vehicle position ( , )
t t t
L x y , speed 

t
v , 

speed 
t t
v

+Δ
 and direction 

t
DI  (speed vector change angle) at time t.  

If at tΔ  moment, the vehicle driving direction has not changed, then the following formula 

approximately holds: 
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( )
2

( , )

( )
2

t t t

t t t

t t t t

t t t

t t t

v v
x x t

x y
v v

y y t

+Δ

+Δ

+Δ +Δ

+Δ

+Δ

+⎧
= + Δ⎪⎪

= ⎨
+⎪ = + Δ

⎪⎩

 (10) 

If at tΔ  moment, the vehicle driving direction has changed, then the following formula approximately 

holds: 

 

( ) cos
2

( , )

( ) sins
2

t t t

t t t t

t t t t

t t t

t t t t

v v
x x t DI

x y
v v

y y t DI

+Δ

+Δ

+Δ +Δ

+Δ

+Δ

+⎧
= + Δ⎪⎪

= ⎨
+⎪ = + Δ

⎪⎩

 (11) 

3.4 Trajectory Prediction Error 

The test data is input into the test model to get the predicted output trajectory, in which the output 

trajectory is a set of a series of trajectory points, and the predicted trajectory points are shown by the 

dashed line of the Fig. 2. 

 

Fig. 2. An example of predicted trajectories 

The Root Mean Square Error (RMSE) [27] is used to calculate the geometrical space error between the 

measured and the predicted position, that is, the geometric space error between the predicted trajectory 

point and the actual trajectory point is calculated by using the root mean square error. 

 

' 2 ' 2

1

( ) ( )
m

k k k k

k

x x y y

RMSE
m

=

− + −

=

∑
 (12)  

Where ( , )
k k
x y  is the real trajectory position, ' '( , )

k k
x y  is the predicted trajectory position, and m is the 

number of predicted trajectory points. 

3.5 Algorithm Design 

Algorithm TPMC 

1: Input: vehicle moving object database DB: 
1 2

 },{ ,
n

Tr TrDB Tr…= ; 

2: Output: vehicle prediction trajectory; 

3: η : the average speed of vehicle since long time movement; 

4: 
n

ζ : vehicles' random and independent processes when the vehicles 

move at infinity; 
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5: θ : the mobile coordination factor; 

6: 
k

σ ; a coefficient, satisfying 0
k

σ ≥  and 
0

1
k k

γ
σ

=

∑ = ; 

7: 
k

ξ : the center of the joint density function; 

8: 
k

∑ : the variance; 

9: the moving speed 
t t
v

+Δ
 of the vehicle:  

 
2(( 1)* (1 )* 1 * )*

t t t n
v v tθ θ η θ ζ

+Δ
= − + − + − Δ ; 

10: change the mobile coordination factor θ  (
( ) {0,... , ,... }i j kθ γ∈ ); 

11: the predicted range of vehicle movement speed 
(1) ( ){ ,... }m

t t
v v v

+Δ
∈ ; 

12: construct a joint density probability function: 

 
( ) ( ) ( ) ( )

0( | ) * ( , | , )i i i i

k k k k
p v v

γθ σ ω θ ξ
=

= ∑ ∑ . 

13: use the likelihood function to estimate the parameter , ,
k k k

σ ξ ∑ : 

 ( ) ( ) ( )

1

( , , ) log ( | , , ) log ( , )
m

i i i

i

p v pσ ξ θ ξ θ σ
=

∑ = ∑ +∑�  

14: the EM algorithm optimize the parameters: 

 
( ) ( )

1

1
( | )

m

i i

k

i

p v k
m

σ θ

=

= =∑ , ( )
*

i

k k
vξ σ= , ( ) ( )*( )( )i i T

k k k k
v vξ ξ ξ∑ = − −  

15: get the speed of the next moment. 

16: the distance of the vehicle moving at t t+ Δ  moment: Eq(8); 

17: the vehicle position:  

18:     if the vehicle driving direction has not changed:  

          Eq(10);  

19:     else: 

        Eq(11);    

20: the trajectory prediction error: RMSE(Eq(12));  

21: vehicle prediction trajectory; 

3.6 Algorithm Complexity Analysis 

The complexity of the algorithm, that is, the resources needed when the algorithm is written into 

executable programs, and the resources include time resources and memory resources. The same problem 

can be solved by different algorithms, and the quality of an algorithm will affect the efficiency of the 

algorithm and even the program. The purpose of algorithm analysis is to choose the appropriate 

algorithm and improve algorithm. The evaluation of an algorithm is mainly considered from the time 

complexity and space complexity. Table 1 is a comparison of the complexity of the TPMC algorithm and 

the other four vehicle trajectory prediction algorithms. 

Table 1. Complexity analysis of the algorithm 

Algorithm Average situation Best situation Worst situation Auxiliary space 

TPMC O(nlogn) O(n) O(nlogn) O(n) 

PutMode O(n2) O(n2) O(n2) O(n) 

Naïve O(nlogn)~O(n2) O(nlogn) O(n2) O(n) 

EAVTP O(m+nlogn) O(m+nlogn) O(n2) O(n) 

DHMTP O(nlogn) O(nlogn) O(n2) O(n) 

 

4 Simulation 

We implement the proposed algorithm TPMC in the Opportunistic Network Environment simulator 

(ONE) [28] simulator. And evaluate the performance of TPMC by comparison with PutMode prediction 

algorithm based on time continuous Bayesian network and Naïve prediction algorithm based on HMM 

without adaptive parameters selection. At the same time, the influence of different mobile coordination 
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factors on the prediction accuracy of the algorithm is also analyzed. The experimental data mainly come 

from the data of MIT parking lots, and 40453 real track data are collected, which can be downloaded by 

MIT Trajsingle [29].  

The effect of different values of coordination factors on the performance of the algorithm is introduced. 

In order to explain the performance of TPMC in this paper, RMSE is used to calculate the prediction error. 

The PutMode trajectory prediction algorithm based on time-continuous Bayesian network and the Naïve 

algorithm based on adaptive selection of HMM without consideration of parameters, are used to compare 

TPMC prediction error and prediction time. 

4.1 Effect of Mobile Coordination Factor on Algorithm Performance 

In the simulation experiment, we only consider the situation of 0 1θ< < . When 0 1θ< <  indicates that 

the vehicle is moving completely randomly. The magnitude of the movement coordination factor value 

represents the sudden change of the velocity value of the vehicle in a short period of time and is a 

concrete manifestation of the movement performance of the vehicle itself. As shown in Fig. 3, with the 

value of θ  increases, the prediction accuracy of the speed value at the next moment becomes higher and 

higher. When 0 0.75θ< < , the prediction accuracy increases. When 0.75 1θ< < , the predictive accuracy 

value shows a slow downward trend, and relatively stable. This is because the larger the value of the 

mobility coordination factor, the stronger the mobility of the vehicle itself, and the more time it takes to 

adapt to the mobility performance, resulting in a lower prediction accuracy for the next time under the 

current value of the mobility coordination factor. 
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Fig. 3. Prediction Accuracy vs. value of θ  

The number of verification test trajectories is from 1 to 1000, and θ  takes a fixed value (0.35, 0.55, 

0.75) to predict the prediction accuracy of speed value at the next moment. As shown in Fig. 4, θ  takes a 

fixed value, and as the number of test tracks increases, the accuracy value also changes constantly, and 

shows an unstable trend. This is because, θ  takes a fixed value can get the speed value is a fixed value, 

this simple speed value prediction is difficult to guarantee a relatively stable accuracy value.  
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Fig. 4. Prediction accuracy vs. value of θ  (0.35, 0.55, 0.75) 

4.2 Prediction Error Comparison 

Since the moving speed of a moving object varies randomly in practical applications, the trajectory 

interval size is different. In this paper, the trajectory prediction algorithm TPMC based on the moving 

characteristics is proposed. The results of different algorithms are compared under the random change of 

the moving object speed.  

The prediction error can be found by comparing the various algorithms in the number of 1~1000 test 

trajectories as shown in Fig. 5. Compared with Naïve and PutMode algorithms, the TPMC model has a 

higher predictive accuracy for trajectory prediction on different test trajectory sets, with the average 

36.3% higher than Naïve algorithm and 24.8% higher than PutMode algorithm. As can be seen from the 

Fig. 5, with the number of test trajectories increases, the prediction accuracy of TPMC is relatively 

higher and the RMSE error remains below 55m. Due to the PutMode algorithm uses the center of the 

trajectory of the uncertainty trajectory to represent the prediction point, the accuracy of position 

prediction is low, and a large prediction error occurs. The constant invariance of Naïve algorithm to 

parameters makes the algorithm unable to adapt to different move modes. On the contrary, the TPMC 

model improves the shortcoming that the moving object cannot flexibly respond to the random change of 

speed. By analyzing the moving characteristics of the vehicle, the dynamic state of the input trajectory 

and the velocity characteristics of the moving object are analyzed. The moving coordination factor be 

adjusted before each prediction. When faced with different trajectory data, the prediction accuracy of 

Naïve and PutMode algorithms is not stable. The TPMC model is relatively stable and the accuracy rate 

is maintained at a high level, mainly because it can adaptively select parameters for different data and 

better adapt to historical trajectory data. 

 

Fig. 5. Prediction error comparison under different number of testing trajectories 
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As shown in Fig. 6, the change of prediction error of the three algorithms over time is verified under 

the same test trajectories (1000). The simulation result shows that the RMSE errors of TPMC, PutMode 

and Naïve algorithm are kept at 45m, 58m and 67m on average. Simulation shows that on the same 

dataset, although the RMSE prediction error of TPMC and PutMode are very similar, the accuracy of 

TPMC trajectory prediction is obviously better than the PutMode and Naïve algorithm with the 

prediction time becomes longer. This is because the TPMC algorithm designs the moving characteristics 

of the vehicle under different movement coordination factors, which makes the algorithm have a good 

adaptability. The TPMC algorithm has a high prediction accurate than the PutMode algorithm which 

predicts the moving position by using the uncertain trajectory and the Naïve algorithm which is based on 

the HMM and has no environmental adaptation parameter. 

 

Fig. 6. Prediction error comparison under different prediction time 

4.3 Prediction Time Comparison 

In real-time prediction system, the prediction time of trajectory prediction model is also very important 

for the performance of the algorithm. In order to verify the prediction efficiency of trajectory prediction 

algorithm, we choose 1000 test trajectory data to do experiments. This section compares the runtime 

performance of the three algorithms, as shown in Fig. 7. 

 

Fig. 7. Prediction time comparison 

The simulation results show that the PutMode algorithm is slightly better than the Naïve algorithm. 

Compared with the PutMode algorithm, the TPMC algorithm has a lower prediction time, and the 

prediction time increases with the increase of the test trajectory data and maintains a linear relationship. 
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When the number of training trajectories is 1000, the prediction time is 2.3S. The prediction time of 

Naïve algorithm is increased compared with the TPMC algorithm, anyway the total consumption is kept 

in the acceptable range, and the prediction time varies linearly with the number of test trajectories. In 

order to show the characteristics of the algorithm, the data under extreme circumstances are tested, and 

the speed of the moving object is relatively slow in the real case. In other words, the TPMC model has a 

low frequency of parameter change, so the time cost is relatively small. Compared with the PutMode 

algorithm, the operation time is reduced by 8.9%. The reason is that PutMode algorithm needs a lot of 

time to build a continuous Bayesian network to predict, and in addition, its trajectory clustering operation 

costs much time and is not suitable for location big data prediction. 

5 Conclusion 

In this article, we proposed a new trajectory prediction algorithm (TPMC) based on vehicle motion 

characteristics to predict future vehicle trajectories under the short distance using the driving data from 

the widely studied MITtrajsingle dataset. This proposed algorithm was shown to achieve better prediction 

accuracy than the others algorithm with the RMSE error. The simulation results show the TPMC model 

has higher predictive accuracy averaging 36.3% higher than Naïve algorithm and 24.8% higher than 

PutMode algorithm and the prediction time is reduced by 8.9% and 10.5% compared with the PutMode 

and Naïve algorithm. Contrary to many previous studies which analyzed the vehicle movement 

characteristics according to the historical movement trajectory and the mobile coordination factor 

regulated vehicle movement to make it more stable. Although this research is highly preliminary and 

some limitations-not suitable for long distance prediction-should be addressed, we believe that these 

results constitute a promising basis to compute probable trajectories for surrounding vehicles. 

The future research work focuses on three aspects: 

(1) Considering the impact of objective factors on trajectory prediction, such as traffic lights, passers-

by movement, traffic jams, etc. 

(2) In order to improve the adaptability of the algorithm to environmental factors;  

(3) Cooperating with the transport department to obtain more accurate and real-time trajectory data. 
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