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Abstract. Aiming at the diversity and spatio-temporal difference of dynamic gestures, the over-

fitting and feature interference caused by the increase of feature dimensions, this paper proposes 

a dynamic gesture recognition method based on conditional random field and weighted voting 

method. Firstly, the two kinds of features of hand shape and trajectory are extracted. Then, the 

conditional random field model is used to model different feature subsets to obtain the 

difference base classifier. Finally, using the weighted voting method to fuse the base classifier to 

judge the gesture. The experimental results show that the method can accurately identify the 

hand shape and position with rich dynamic changes. 

Keywords:  conditional random field, gesture recognition, weighted voting strategy  

1 Introduction 

As a key component of human-computer interaction technology, gesture recognition has broad 

application prospects. It has been initially applied in the fields of virtual reality/augmented reality, game 

entertainment, robot control, and substation simulation training. Gestures can be divided into static 

gestures and dynamic gestures based on the motion characteristics of gestures. There, static gesture 

recognition is only related to the hand shape. Dynamic gestures are time series composed of static 

gestures, and both the shape and position change over time. Although dynamic gestures can express more 

information, it is more susceptible to spatio-temporal position and rate of movement than the static 

gestures, which makes the related research work more challenging.  

In terms of feature extraction, most dynamic gesture recognition tasks extract 2D features. However, 

the dynamic gesture recognition algorithm based on 2D features is not sufficient to deal with the different 

orientation of gestures in motion. In recent years, with the emergence of sensors such as Leap Motion 

and Intel RealSense (RealSense), the aforementioned difficulties have been alleviated. Both of the 

sensors provide information such as the position and velocity of the hand joints. It is convenient to 

extract 3D features, making the relevant gesture recognition algorithm can adapt to the difference of 

gestures orientation. W. Lu et al. [1] made use of the hand information provided by Leap Motion to 

extract 3D hand features, which solved the problem of different gesture orientations. However, this 

algorithm lacks the extraction of trajectory features, which makes it impossible to fully describe dynamic 

gestures. 

In terms of dynamic gesture recognition algorithms, Hidden Markov Models (HMM) and Conditional 

Random Fields (CRF) [2] are classical algorithms. There are many types of HMM models, and they have 

their own unique advantages in describing time-dependent stochastic processes. But they also have some 
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shortcomings. Due to strict independence assumptions, it is difficult for the HMM model to combine 

context information. Relatively speaking, without strict independence assumptions, the CRF model 

directly calculates the conditional probability of the output node under a given input node, and it has 

strong ability to utilize context information. However, with increasing the number of features, the 

interference problems and over-fitting problems between features will be highlighted, which could result 

in a decrease in classification performance. 

In view of the above problems, using RealSense as the input device, this paper proposes a dynamic 

gesture recognition method based on conditional random fields and weighted voting. Firstly, extracting 

the dynamic hand gesture and trajectory feature. Then, modeling of different feature subsets by CRF 

Model, and a plurality of different base classifiers are obtained. Finally, the weighted voting integration 

strategy is used to fuse the classification results of each base classifier to realize dynamic gesture 

recognition. The experimental results show that the proposed system can accurately recognize dynamic 

gestures with different viewing angles. It has an overall recognition rate of 94.9%, indicating its eminent 

applicability in real-life applications. 

2 Feature Extraction 

RealSense provides some data about hand, including joint position, silhouette, speed, etc. The feature 

extraction work in this paper mainly utilizes the joint position data therein. Fig. 1. depicts the traceable 

hand joints and corresponding numbers.  

 

Fig. 1. Labels of the 22 hand joints 

There are 22 hand joints positions provided by the SDK, and this paper defines the coordinates of 

these 22 joint points as , 0,1, ..., 21
i

J i =  (shown in Fig. 1.) 

Among these 22 joints, J21, J17, J13, J9 and J5 are fingertips, J19, J15, J11, J7 and J4 are proximal 

interphalangeal joints, J18, J14, J10, J6 and J3 are metacarpophalangeal joints. J1 is the palm, and J0 is 

the wrist. In this paper, 24 structural vectors based on these 17 joints are constructed. The concrete 

definitions of these vectors are shown in Table 1. 

Table 1. Definitions of hand structural vectors 
19 21
J J

�������

 

Related joints Vectors Definitions 

19 21
J J

�������

 The vector pointing from J19 to J21 

15 17
J J

�������

 The vector pointing from J15 to J17 

11 13
J J

�������

 The vector pointing from J11 to J13 

7 9
J J

�����

 The vector pointing from J7 to J9 

Proximal interphalangeal joints, Fingertips 

4 5
J J

�����

 The vector pointing from J4 to J5 
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Table 1. Definitions of hand structural vectors 
19 21
J J

�������

 (continue) 

Related joints Vectors Definitions 

19 18
J J

�������

 The vector pointing from J19 to J18 

15 14
J J

�������

 The vector pointing from J15 to J14 

11 10
J J

�������

 The vector pointing from J11 to J10 

7 6
J J

������

 The vector pointing from J7 to J6 

Proximal interphalangeal joints,  

Metacarpophal-angeal joints 

4 3
J J

�����

 The vector pointing from J4 to J3 

18 21
J J

�������

 The vector pointing from J18 to J21 

14 17
J J

�������

 The vector pointing from J14 to J17 

10 13
J J

�������

 The vector pointing from J10 to J13 

6 9
J J

�����

 The vector pointing from J6 to J9 

Metacarpophal-angeal joints, Fingertips 

3 5
J J

�����

 The vector pointing from J3 to J5 

0 18
J J

������

 The vector pointing from J0 to J18 

0 14
J J

������

 The vector pointing from J0 to J14 

0 10
J J

������

 The vector pointing from J0 to J10 

0 6
J J

�����

 The vector pointing from J0 to J6 

Wrist, Metacarpophal-angeal joints 

0 3
J J

�����

 The vector pointing from J0 to J3 

1 21
J J

������

 The vector pointing from J1 to J21 

1 17
J J

������

 The vector pointing from J1 to J17 

1 13
J J

������

 The vector pointing from J1 to J13 

1 9
J J

�����

 The vector pointing from J1 to J9 

Palm, Fingertips 

1 5
J J

�����

 The vector pointing from J1 to J5 

21 17
J J

�������

 The vector pointing from J21 to J17 

17 13
J J

�������

 The vector pointing from J17 to J13 

13 9
J J

������

 The vector pointing from J13 to J9 
Fingertips 

9 5
J J

�����

 The vector pointing from J9 to J5 

 

Based on these 24 vectors, the characteristics of hand gestures and trajectories are changed for 

dynamic gesture recognition. This paper extracts two characteristics of hand shape and trajectory. The 

two types of features are introduced separately as following. 

2.1 Hand Shape Feature 

Taking the difference in the size of different human hands into account, for the extraction of distance 

features, it is necessary to introduce a scaling factor. It is observed that the coordinates of J0 and J1 are 

relatively stable, so that the scaling factor corresponding to the distance feature is defined as: 

 
1 0

d J J= −
. (1)  

Fingertip distance. The fingertip distance represents the distance from the fingertip to the palm [3], 

which characterizes the degree of bending of each finger and the degree of hand engagement. The 

definition is shown in Table 2.  
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Table 2. Definition of fingertip distance 

Fingertip distance Definition 

1 1 21
/D J J d=

������

 Distance from little finger to the palm 

2 1 17
/D J J d=

������

 Distance from ring finger to the palm 

3 1 13
/D J J d=

������

 Distance from middle finger to the palm 

4 1 9
/D J J d=

�����

 Distance from index finger to the palm 

5 1 5
/D J J d=

�����

 Distance from thumb to the palm 

 

Adjacent fingertips distance. The adjacent fingertip distance refers to the distance between each 

fingertip and its adjacent fingertip [4], which characterizes the degree of separation between adjacent 

fingers. The definitions of adjacent fingertips distance are shown in Table 3. 

Table 3. Definition of distance between adjacent fingertips 

Adjacent fingertips distance Definition 

1 21 17
/L J J d=

�������

 Distance from little fingers’ fingertip to ring fingers’ fingertip 

2 17 13
/L J J d=

�������

 Distance from ring fingers’ fingertip to middle fingers’ fingertip 

3 13 9
/L J J d=

������

 Distance from middle fingers’ fingertip to index fingers’ fingertip 

4 9 5
/L J J d=

�����

 Distance from index fingers’ fingertip to thumbs’ fingertip 

 

Joint Angle. The joint angle represents the angle corresponding to each joint point of the hand, which 

characterizes the degree of bending of each finger. The definitions of joint angle are shown in Table 4. 

Table 4. Definition of joint angle 

Joint angle Definition 

1 19 21 19 18
= < ,J J J Jα >

������� �������

 The angle of J19 

2 15 17 15 14
= < ,J J J Jα >

������� �������

 The angle of J15 

3 11 13 11 10
= < ,J J J Jα >

������� �������

 The angle of J11 

4 7 9 7 6
= < ,J J J Jα >

����� ������

 The angle of J7 

5 4 5 4 3
= < ,J J J Jα >

����� �����

 The angle of J4 

6 0 18 18 21
= < ,J J J Jα >

������ �������

 The angle of J18 

7 0 14 14 17
= < ,J J J Jα >

������ �������

 The angle of J14 

8 0 10 10 13
= < ,J J J Jα >

������ �������

 The angle of J10 

9 0 6 6 9
= < ,J J J Jα >

����� �����

 The angle of J6 

10 0 3 3 5
= < ,J J J Jα >

����� �����

 The angle of J3 

 

Adjacent fingers angle. The adjacent fingers angle represents the angle between adjacent fingers, which 

characterizes the degree of separation between adjacent fingers. The definitions of adjacent fingers angle 

are shown in Table 5. 
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Table 5. Definition of adjacent finger angle 

Adjacent fingers angle Definition 

1 18 21 14 17
= < ,J J J Jβ >

������� �������

 The angle between little finger and ring finger 

2 14 17 10 13
= < ,J J J Jβ >

������� �������

 The angle between ring finger and middle finger 

3 10 13 6 9
= < ,J J J Jβ >

������� �����

 The angle between middle finger and index finger 

4 6 9 3 5
= < ,J J J Jβ >

����� �����

 The angle between index finger and thumb 

 

2.2 Trajectory Feature 

Hand location. In this paper, the 3D trajectory point of the palm is selected as the position feature of the 

hand [5]. In order to ensure the position and scale invariance, the maximum and minimum normalization 

operations are performed on this feature [6-7]. 

For all trajectories at hand, the starting position of different trajectories is different, which will affect 

the recognition accuracy to a certain extent. To reduce the error, the current position coordinate data and 

the initial position coordinate data are subtracted, the obtained new displacement information is used as 

the final position characteristic, and the error caused by the starting position is effectively offset. The 

specific procedure is defined as:  

 

1 1 1
( ', ', ') ( , , | [1, ])

t t t t t t
V x y z x x y y z z t NΔ = = − − − ∈ . (2) 

Where, N is the number of points in a trajectory. 

Spherical coordinate. Referring to the algorithm used in [8], this paper extracts spherical coordinate 

feature, which depicts the kinematic connectivity of the gesture and incorporates both the spatial and 

temporal relation simultaneously between the hand and the wrist. 

To begin with, the trajectory of the wrist is defined as a root trajectory, and the palm trajectory is 

defined as a child trajectory. As shown in Fig. 2. Thus, the concept of relative trajectories could be 

derived, namely the relative motion characteristics between the root trajectory and the child trajectory. 

X

Y

Z

c
L

L

 

Fig. 2. Root trajectory and sub trajectory 

Here, the root trajectory could be defined as ( ) { ', ', ' | [1, ]}
t t t

L t x y z t N= ∈ , Similarly, the child 

trajectory could be defined as ( ) { ", ", " | [1, ]}
c t t t

L t x y z t N= ∈ . The relative trajectory between the 

root trajectory and the child trajectory is: 

 { , , | [1, ]}
c t t t

L L L x y z t NΔ = − = Δ Δ Δ ∈ . (3) 

In order to eliminate the influence of the restrictive conditions mentioned in the literature [5], the 

spherical coordinate system is used to describe the changes in the direction and distance of the child 

trajectory and the root trajectory. The relative trajectory in a spherical coordinate system could be 

expressed as: 

 { , , | [1, ]}
t t t

L r t Nθ φΔ = ∈ . (4) 

Where, 
t

θ  is inclination from the Y axis, 
t

φ  is azimuth from the Z axis in the XZ plane, 
t
r  is the radius, 

and N is the number of frames. 
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As shown in Fig. 3. Thus, the spatial relative trajectory could be uniquely represented by a tilt angle, a 

direction angle and a distance. 

X

Y

Z

φ

θ LΔ

r

 

Fig. 3. Spherical coordinates of the trajectory 

3 Classification Algorithm Design 

Dynamic gesture recognition is essentially a classification problem. The key to the classification problem 

lies in obtaining a classifier with a good generalization effect. Ensemble learning provides a solution to 

the problem. The core idea is to first train some base classifiers, and then adopt appropriate strategies to 

integrate the classification results to obtain integrated classification results. Theoretical and experimental 

studies show that ensemble learning could improve the generalization ability of the base classifier. An 

integrated system that is integrated by complementary and accurate classifiers is superior to the best 

performing base classifier [9]. Therefore, the task of this section is to construct complementary and 

accurate base classifiers and adopt appropriate strategies to integrate the classification results of the base 

classifiers. The construction of the base classifier and the integration strategy are described below. 

3.1 Constructing Base Classifiers 

Due to the characteristics of being able to utilize multiple features and context information, this paper 

uses CRF model to construct the base classifier. Given a set of observation sequences 
1 2

{ , , ..., }
N

X x x x=
, 

the corresponding state sequence is 
1 2

{ , , ..., }
N

Y y y y= . The posterior probability ( )p Y X  could be 

directly modeled by using conditional random fields. Given an undirected graph ( ),G V E , V is the 

vertex in the graph, and the edge in the graph is E. Under conditions given by the observation X, the 

conditional distribution of Y satisfies the Markov nature: 

 ( ) ( ), , , , ,
i j i j i

p y X y j i j V p x y x j η≠ ∈ = ∈ . (5) 

Where 
i

η  is the neighborhood of a node, namely the set of nodes connected to the edge of the node in 

the graph.  

Given a set of input nodes 
1 2

{ , ,..., }
N

X x x x= , the probability of a corresponding set 
1 2

{ , ,..., }
N

Y y y y=

 
of output nodes is: 

 ( )
( )

( )
1

, exp , ,
,

c c

c C

p Y X θ Y X θ
Z X θ

∈

⎧ ⎫
= φ⎨ ⎬

⎩ ⎭
∑ . (6) 

Where ( , )Z X θ  is and normalized function, ( ) ( ), exp , ,
c cx

c C

Z X θ = Y X θ

∈

⎧ ⎫
φ⎨ ⎬

⎩ ⎭
∑ ∑ , ( ), ,

c c
Y X θφ  is the 

potential functions with parameters θ  defined on the group c . 

When considering only CRF models for single position and pairwise potential functions, Equation (7) 

could be written as: 
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 ( )
( )

( ) ( )
1 1 1,

1
, exp , , , , ,

,

N N N

i i ij i j

i i j j i

p Y X θ y X w y y X v
Z X θ

= = = ≠

⎧ ⎫
= φ + φ⎨ ⎬

⎩ ⎭
∑ ∑ ∑ . (7) 

Potential functions need to be defined according to different applications. The commonly used 

potential functions include Multinomial Logistic Regression (MLR) [10-13], Boost [14-15], polynomial 

function [16], and so on. MLR could be adapted to more observation data without observing the normal 

distribution and other observational data. Therefore, the MLR is selected as a single position potential 

function: 

 ( ) ( ) ( )
1

, , log ,
L

i i i i

l

y X w x l p x l X w
=

φ = δ = =∑ . (8) 

Where 

 ( )

( )

( )

( )

1

1

1

1

1

1

1

T

l i

L

T

k i

k

i

L

T

k i

k

exp w x
,if l L

exp w x

p y l X ,w

,if l L

exp w x

−

=

−

=

⎧
⎪
⎪ +
⎪

= = ⎨
⎪
⎪

+⎪
⎩

∑

∑

＜

=

. (9) 

Where, L is the total number of gestures, is the parameter vector of k the class gesture, D is the 

dimension of 
i
x  observation. w is a 1)D L× −（  dimensional vector composed of , 1, 2, ..., 1

k
w k L= − .  

The pairwise potential function could express the context information of the gesture sequence. In this 

paper, the generalized Ising/Potts model as shown in equation (10) is selected as the pairwise potential 

function model [17]: 

 ( ) ( ) ( )
{ }

( )T

, 1,2 , ,

, , ,ij i j kl ij i j

k l L

x x X v v g X y k y l
∈

φ = ⋅ δ = δ =∑
�

. (10) 

Where ( )
ij

g X
 is a position vector pair (i, j) extracted from the entire observation data and a B 

dimensional feature vector, 
kl
v  is a parameter vector, v is an dimensional parameter vector composed of 

, , 1, 2, ...,
kl
v k l L= .  

Before using the CRF model for gesture recognition, the potential function parameter θ  in the model 

need to be learned from the training set. In this paper, the maximum likelihood estimation method is used 

to obtain the CRF model parameters. Assuming that the training data contains N samples, the 

corresponding log-likelihood function could be expressed as: 

 ( ) ( )
1

log , θ
N

i i

i

L p Y Xθ

=

= ∑ . (11) 

Where, 
i

X  is a sequence of observations in the training set; 
i
Y  is the corresponding label for the 

sequence of observations. In order to avoid over-fitting problems, penalty functions are usually 

introduced and penalty terms 
2

1
|| ||

2
θ

σ
 are used. The log-likelihood function is expressed as: 

 ( ) ( )
2

1

1

2

log , θ
N

i i

i

L p Y X θ
σ

θ

=

= −∑ . (12) 

For formula (12), the gradient descent method could be used to look for the optimal parameter θ . 

Afterwards, the set of solution *

Y  that maximize the conditional probability ( | )p Y X
θ

 could be 

solved according to CRF model parameter θ  and the observation sequence. The problem is essentially 

equivalent to the inference problem on the probability map model, which can be solved by the LBP 

algorithm [18-19]. 



Dynamic Gesture Recognition Method Based on Conditional Random Field and Weighted Voting Strategy 

8 

In the part of feature extraction, hand shape and trajectory features are extracted. In order to build  

complementary and accurate base classifiers, four different subsets of the origin feature set is selected as 

input for training the CRF model to obtain four different base classifiers. The composition of these four 

sets of feature subsets are: fingertip distance + trajectory, adjacent fingertips distance + trajectory, joint 

angle + trajectory and adjacent fingers angle + trajectory. 

3.2 Combination Strategy 

In this paper, the weighted voting method is performed to combine the classification results of each base 

classifier. Assume that the base classifier is 
i
h , the set of class labels is 1 2

{ , , . . . , }
N

C C C , and the output 

of 
i
h  on the sample is represented as an N-dimensional vector 1 2( ( ); ( );...; ( ))N

i i i
h x h x h x , where ( )j

i
h x  is the 

output of 
i
h  on the class label 

j
C . The core idea of the weighted voting method is to complete the final 

prediction of the integration of the classifier by assigning a larger weight to the better base classifier. 

There are two types of ( )j

i
h x  in real-world tasks: class tags and class probabilities. In this paper, the type 

of ( )j

i
h x  is a class probability, and ( ) [0,1]j

i
h x ∈ . The output class label by using the weighted voting 

method is: 

 
1,2 ,...,

1

( ) arg m ax ( )
T

j

i i
j N

i

C la ss x w h x
=

=

= ∑ . (13) 

Where, 
i

w  the weight of 
i
h , the value range is [0,1]

i
w ∈ . T is the number of base classifiers, in this 

paper, 4T = . 

The weight of each classifier was set proportional to its classification accuracy, namely: 

 log
1

i

i

i

w

α

α

∝

−

. (14) 

Where, 
i

α  is the accuracy of each base classifier.  

To more clearly describe the process of dynamic gesture recognition, Fig. 4. shows the corresponding 

flow diagram. 

Dynamic 

gesture 

samples

Fingertip distance

+trajectory

Adjacent fingertips 

distance+trajectory

Joint angle+trajectory

Adjacent finger 

angle+trajectory
CRF base classifier 4

CRF base classifier 3

CRF base classifier 2

CRF base classifier 1 

Weighted 

voting 

strategy

Recognition 

Results
Feature 

extraction

  

Fig. 4. Flow diagram of dynamic gesture recognition 

4 Experimental Results and Analysis 

4.1 Dataset and Implemental Details  

In order to verify the method of this paper, 16 American dynamic gesture data sets according to the 

common operations of virtual reality/augmented reality are constructed. As shown in Fig. 5, twenty 

volunteers have joined the dynamic gesture data collection, each person uses three different viewpoints in 

Fig. 6 to perform the gesture several times. This dataset consists of a total of 20,000 sample gesture 
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sequences, each of which has a frame count of 20 to 50 frames. A random sequence of 10,000 gesture 

actions is used for training, and the remaining 10,000 gesture action sequences are used for testing. 

Pull LiftPush Twist

Release ClickWipe

Grasp

Press

Pat

Bullet Thumb Dig

Poke

Cut

Pinch

 

Fig. 5. Dynamic gesture dataset in the proposed paper 

   

(a) Frontal view  (b) Side view 1 (c) Side view 2 

Fig. 6. Gestures of three different views 

In this experiment, each base classifier is used to train and test the samples, and then four overall 

classification accuracies were obtained, and then four classification accuracies were normalized to get the 

final weight of the base classifier, the values are 0.254, 0.241, 0.258 and 0.247 respectively. 

4.2 Comparison of the Proposed Method with CRF and HMM 

Analysis of experimental results. Table 6 shows the average recognition rate for different recognition 

methods using the same feature data as input. As could be seen from Table 6, the recognition rates of the 

proposed method and the method based on a single CRF classifier are higher than that based on HMM, 

which indicates that the CRF model structure could better relate context information contained in 

dynamic gestures. 

Table 6. Average recognition rate for different recognition methods using the same feature data 

Method The average recognition rate / (%) 

The proposed Method 94.9 

CRF 93 

HMM 90.1 
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Fig. 7 shows the comparison of the recognition rate of each method with the CRF-based method and 

the HMM-based method when the same feature data is input. As shown in Fig. 7, for a few gestures 

(push, poke, and cut), the recognition rate for the proposed method, CRF-based method, and HMM-based 

method is comparable. For most of the gestures, the proposed method and the CRF-based method are 

higher than the HMM-based method. Compare the proposed method with CRF-based method. For the 

hand gestures and gestures with large differences in trajectory change from other gestures (push, pull, lift, 

twist, release, poke, bullet, thump and cut), the recognition rate of the proposed method is close to that of 

the method based on a single CRF classifier. For gestures that are somewhat similar in hand shape and 

trajectory change (grasp and pinch), the recognition rate of the proposed method is slightly higher. For 

hand gestures with similar hand and trajectory changes (wipe, press and pat, click and dig), the 

recognition rate of in this paper is much higher than that based on a single CRF classifier. This shows 

that after using the weighted voting method to fuse the different classifiers, the problem of feature 

interference and overfitting are effectively solved. 

 

Fig. 7. Average recognition rate of different recognition methods 

Deeper analysis by confusion matrix. The result of the experiment can be more deeply analyzed by 

using the confusion matrix. As shown in Fig. 8, the result of this experiment is analyzed with this method. 

In the confusion matrix, the rows represent a dynamic gesture that is actually recognized. The columns 

represent the recognized gesture after identification. The values on the diagonal represent the recognition 

accuracy of each gesture, and the other non-diagonal values represent the probability of a corresponding 

gesture that predicts the error. In Fig. 8, the value of the diagonal is mostly above 0.90, which shows that 

most of the gesture recognition is still more accurate. Some gesture recognition rates are below 0.90, 

such as Wipe and Pat. Their gestures may easily recognize the gesture of the other party, probably 

because their initial movements are similar. Similarly, the actions of Click and Dig are easy to be 

confused and easily recognized as the gesture of the other party. The recognition accuracy of Press is 

0.89, and their actions are more similar to those of Twist and Pat, so they can easily be recognized as 

these gestures. 
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Fig. 8. The resulting confusion matrix of the proposed approach 

4.3 Comparison between the Proposed Method and Other Method 

In addition, the proposed method of this paper is compared with the method of the literature [1]. Table 7 

shows the corresponding recognition rates of the two methods. As could be seen from Table 7, the 

recognition rate of this method is better than that of the method of the literature [1]. The method of the 

literature [1] could not fully describe the dynamic gesture due to the lack of trajectory features extraction, 

which affects the recognition rate to some extent. 

Table 7. Comparison of the proposed method and the method of the literature [1] 

Method The average recognition rate/ (%) 

The proposed method 94.9 

HCNF combine hand shape features 88.5 

 

5 Conclusion 

In this paper, a dynamic gesture recognition method based on conditional random fields and weighted 

voting is proposed. Based on the static hand shape feature, the method adds the trajectory feature, and 

then combines the conditional random field model and the weighted voting method to identify the gesture. 

Compared with the traditional method, the proposed method has the characteristics of utilizing multiple 

features and contacting context information. It can also solve the interference problem and over-fitting 

problem between features. The experimental results show that the proposed method has excellent 

recognition performance. However, in the study of gesture recognition, only one hand is considered. In 

contrast, the dynamic gestures of the hands are more diverse, and there are many different combinations 

to interact with each other to design a more diverse semantics. 
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