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Abstract. Active learning has been widely used in many fields, and has proved to be very 

effective to solve a vast array of machine learning tasks, but it still has some shortcomings. The 

problem is that it only pays attention to label information of samples and ignores the structural 

information, so it cannot reach state-of-art performance in some tasks and is sensitive to initial 

data. In this paper, a new algorithm is proposed by combining Sparse Subspace algorithm with 

active learning together. Firstly, Sparse Subspace algorithm is used to find the dataset’s structure. 

Then, an active learning algorithm based on feature selection is adopted. In this way, not only 

the label information but also the distribution information of samples is taken into account. As a 

result, the efficiency and robustness of active learning are improved, and the labeling cost of 

samples and the probability of falling into local optimum are reduced. 

Keywords:  Active learning, feature selection, sparse subspace 

1 Introduction 

In the era of big data, the cost of data acquisition has been significantly reduced, but the cost of labeling 

these data has not undergone dramatic change. Active learning [1] can reduce the requirement of labeled 

samples. However, in many fields, the acquisition of labeled samples is very difficult or expensive, such 

as electroencephalogram (EEG) analysis of schizophrenic patients. So we need to further improve the 

efficiency of active learning and reduce the cost of labeling samples. 

Active learning has been proved to be very effective, but it still has the following problems: 

Firstly, the main problem of active learning is that it only focuses on the label information of samples 

while ignoring the structure information of the whole dataset. This results in the shortcomings, such as 

sensitivity to initial values, local optimum solution, and lack of robustness. 

Secondly, the majority of real-life data, such as text, sound, image, and so on, are high-dimensional 

and nonlinear. When dealing with these data, active learning is still inefficient, that is to say, it needs 

more labeled samples to achieve high accuracy. So, how to further reduce the cost of sample labeling is 

still a very critical issue. 

To overcome the abovementioned problems, we propose a new algorithm based on sparse subspace 

algorithm (SS) [2] and feature selection [3]. SS can effectively exploit low-dimensional structures 

embedded in high-dimensional data space. Feature selection is also an effective method to project high-

dimensional data to low-dimensional space. By using the processed data, active learning becomes more 

effective and requires fewer labeled samples. 

In this paper, we propose a new active learning algorithm to improve the efficiency, so as to reduce the 

requirement of labeled samples. Our proposed algorithm not only focuses on the label information of 

samples, but also focuses on the structure information of samples. It uses SS to explore the structure of 

data set and guide active learning, and also uses feature selection to reduce data dimension and improve 

classification efficiency. Finally, the algorithm can effectively improve the classification efficiency of 

active learning, lower the probability of falling into local optimum, and reduce the demand of labeled 
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samples. 

2 Related Works 

In recent years, the study of active learning has attracted many scholars. To reduce the labeling cost, 

Goudjil et al. [4] proposed a new support vector machine (SVM) algorithm by intelligently selecting 

which samples should be labeled. This method selected samples using the posterior probabilities 

provided by a set of multi-class SVM classifiers. Pérez-Ortiz et al. [5] proposed an ordinal classification 

algorithm and considered the neighborhood information of unlabelled samples. Sun et al. [6] proposed a 

SVM model in which parameters could be adjusted automatically. Zhang et al. [7] proposed a semi-

supervised learning algorithm that used Gaussian filed and harmonic functions. It used clustering 

coefficient metric to identify the best instance next to label. Liu et al. [8] proposed an active learning 

algorithm that used multi-class classification model based on SVM. To solve highly nonlinear problems, 

Lin-Xiong et al. [9] proposed a novel Kriging algorithm based reliability analysis method. Gupta et al. 

[10] developed a new method that used sparse recovery and active learning techniques. It boosted 

accuracy with fewer samples. Hijazi et al. [11] suggested a framework for actively selecting and then 

propagating constraints for feature selection. It decreased the cost of human-labor. Lei et al. [12] 

presented an active learning algorithm combining with data balancing to reduce the effort of labeling. 

Because many scholars have carried out in-depth research on active learning algorithm, it is very 

difficult to further improve the efficiency, so in this paper we focus on the data structure of samples and 

make full use of the structure information to improve the efficiency of active learning. SS is an algorithm 

based on spectral graph theory and it can exploit a smooth low-dimensional manifold embedded in the 

high-dimensional space. We also propose an improved feature selection algorithm. At the beginning of 

iteration, it selects several key features to build the model, so that it can grasp the overall structure of the 

whole dataset and reduce the probability of falling into local optimum. As iteration goes on, it gradually 

increases the detail features to further improve the accuracy of active learning.  

The experimental results show that the algorithm we proposed can improve the efficiency and 

robustness of active learning. 

3 Sparse Subspace Algorithm 

SS algorithm is a research hotspot in recent years. Its main idea is that a high-dimensional space is 

composed of multiple low-dimensional subspaces, which can be expressed by linear combination of low-

dimensional space, and this linear expression can also be used to describe the similarity of different low-

dimensional subspaces. As shown in Fig. 1, given a three-dimensional data space, the 3D dataset shown 

in the figure can be regarded as a combination of two one-dimensional subspaces and one two-

dimensional subspace. So in essence, the 3D dataset is composed of several low dimensional subspaces. 

 

Fig. 1. 3D dataset is composed of three low-dimensional subspaces S1-S3 
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Because low-dimensional subspace can better reflect the internal relationship of dataset, it is very 

important for data processing and mining, pattern recognition and so on. It is widely used in image 

processing, computer vision, system identification and other fields. Former researcher [13-14] try to 

obtain the coefficient matrix by sparse representation, then the segmentation of subspace can be obtained 

by spectral clustering methods such as NCut (Normalized Cuts) [15]. 
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In order to obtain the most sparse representation of samples, we need minimize the 
0
l norm−  of Z. 

Because the minimization problem is NP-hard, it is usually replaced by the norm of 
1
l : 
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Where ( ) 0diag Z =  is to prevent each sample from being expressed by itself, which will make the 

coefficient matrix Z become a unit matrix. This optimization problem can be solved by alternating 

direction method of multipliers (ADMM) [16]. 

ADMM algorithm is as follows: 

Suppose the optimization problem is 

 ( ) ( )min
x

f x g z+   (2.5) 

 . .s t Ax Bz c+ = , 
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× ×

∈ ∈ ∈ ∈ ∈  x  and z  are variables to be optimized, 

( ) ( )f x g z+  is the objective function to be minimized, Ax Bz c+ =  is the combination of p  equality 

constraints. Using augmented Lagrangian function to decompose formula (2-5): 
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Where y  A is the Lagrange multiplier, ρ 0>  is the penalty parameter. Then the formula (2.6) is scaled. 

By scaling the y  in the augmented Lagrangian function, the quadratic term and the linear term of the 

equation constraint in the function are combined. The scaled function is as follows: 
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Where  

 
1
yμ

ρ
= . 

ADMM algorithm optimizes x  and z  alternately. First fix x , optimize z ; then fix z , optimize x ; 

finally update the scaling dual variable. This is done alternately. By solving, the coefficient matrix Z is 

obtained, from which the adjacency matrix W  of graph G  can be constructed: 

 =

T
W Z Z+ . (2.8) 

At last, using adjacency matrix W, we can get Laplace matrix L of graph G and calculate its 

eigenvalues.  

The specific algorithm is as follows: 

Table 1. Sparse subspace algorithm 

Input: dataset X 

Output: K eigenvalues  

Step 1: Solving coefficient matrix Z with ADMM algorithm; 

Step 2: =

T
W Z Z+ ; 

Step 3: Construct Laplacian matrix L  from W ; 

Step 4: Calculating K eigenvalues of Laplace matrix L .  

 

4 Feature Selection Active Learning Based on Sparse Subspace 

An important reason for the poor robustness of the traditional active learning algorithms is that they 

consider only the label information of samples, and ignore the structure information of the dataset when 

selecting new samples.  

In order to improve the efficiency of active learning and reduce the labeling cost, a feature selection 

active learning algorithm based on sparse subspace is proposed. SS algorithm can obtain the subspace 

structures of dataset, and then guide active learning algorithm to classify. In this paper, we choose 

Support Vector Machines (SVM) [17] as the active learning algorithm.  

First of all, the eigenvalues of subspaces are obtained by SS algorithm. Then, the eigenvalues are 

sorted from large to small. At the beginning of active learning, several key features of the most 

importance are selected to build the model, which can promote the active learning algorithm to grasp the 

overall structure of the whole dataset, and reduce the probability of falling into local optimum. As 

iteration goes on, the detail features are added gradually to further improve the accuracy.  

The specific process is as follows: 

(1) Find the eigenvalues of subspaces by SS algorithm, and sort them according to the importance of 

features; 

(2) Use the main part of “information” to train iteratively with the active learning algorithm; 

(3) After reaching the designated stop conditions, increase the percentage of the “information” and 

carry out the next stage of training. 

(4) Repeat Step 3, gradually increase the percentage of the “information” until it reaches 100%.  

To measure the amount of “information” in the above process, “information variance” is defined as 

follows in the paper: 

Definition 3.1 Information variance  

Eigenvalue decomposition is carried out on Matrix A to obtain the diagonal matrix: 

 ( )
1 2
, , ,

n
diag σ σ σ=Σ � , where 

1 2 n
σ σ σ≥ ≥ ≥� . 

S is written as the information variance: 

 2 2 2

1 1 n
S σ σ σ= + +…+ . 
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Selecting Dimension d to retain 60% of the “information” means the value of d must satisfy: 

 2 2 2

1 1 1
60%

d
Sσ σ σ

−

+ +…+ <  and 2 2 2

1 1
60%

d
Sσ σ σ+ +…+ ≥ . 

In order to determine the stop condition, the definition of vector difference degree is proposed to 

compare the difference between two vectors. 

Definition 3.2 Vector difference degree 

Two n-dimensional vectors x̂  and ŷ  are set. Their vector difference degree function ( )ˆ, ˆdiff x y  is 

defined as the percentage between the number of elements in x̂  and ŷ  with different values and same 

subscript and the vector dimension n, namely: 

 ( ) 0
ˆ ˆ

ˆ ˆ
|| ||

, 100%
x y

diff x y
n

−

= × . 

The stop condition of the above algorithm can be measured by the vector difference degree. When the 

vector difference degree is less than 0.5%, the change of the vector is considered to be very little, so it 

can go to the next iteration stage. 

In this paper, the amount of information is selected with reference to Pareto’s law, or twenty-eight law. 

Finally, four stages of 30%, 60%, 80% and 100% are determined according to the law as well as several 

experiments and simulations. 

Thus, the specific steps of the active learning algorithm based on feature selection of sparse subspace 

are as follows: 

Table 2. Feature selection active learning based on sparse subspace 

Input: m n×  dimensional data matrix X (samples were arranged in columns, a total of n  samples), Set 
L
I  

composed of subscripts with labeled samples, Number of samples 
1
k  selected at each iteration. 

Output: classification model :f X Y�   

Step 1: Find the eigenvalues of subspaces by SS algorithm, and sort them from large to small; according to retain 

the information variance of 30%, 60%, 80% and 100%, calculate the dimensions to obtain the transformed 

data matrixes
1

Z 、

2
Z 、

3
Z  and

4
Z ; 

Step 2: Create the set { }0, 1, 2, , 1
U L
I n I= − −�  to contain the subscripts of all unlabeled samples; make the 

number of iterations 0t = ; 

 For i = 1 to 4: 

Step 3: Make { }Z |
j i L

L j I= ∈ ∈z ; learn from the labeled sample set L  to get the classification hyperplane ( )t
f , 

and predict the classification of all samples with ( )t
f  to get ( )

ˆ

t

y ; 

Step 4: Select 
1
k  values from 

U
I  by the selection engine according to ( )1t

f
− , written as 

Q
I ; Label the samples in 

the set { }Z |
j i Q

Q j I= ∈ ∈z  by experts; 
L L Q
I I I= ∪ , 

U U Q
I I I= − ; 

Step 5: 1t t= + ; 

Step 6: Repeat Step 3 to 5 until the vector difference ( ) ( )( )1
ˆ ˆ,

t t

diff
−

y y <0.5%; 

 End For 

Step 7: Repeat Step 3, 4 and 5 until it meets the stop condition; 

Step 8: Return to ( )t
f .  

 

The algorithm is implemented in four stages with 30%, 60%, 80% and 100% eigenvalues for active 

learning. Since the eigenvalues are sorted from large to small, in the first stage with 30% of the 

eigenvalues, the most important eigenvalues are selected to learn. After a certain number of iterations, if 

the change of the classification model is very small, which is judged by the vector difference degree 

above, it can enter the next stage.  

Assuming that the model 
( )t

f  is used to predict the class of all samples, the label vector 
( )
ˆ

t

y  is 

obtained. If 
( )
ˆ

t

y  is very close to that of the last iteration, that is, 

 ( )( )1

,ˆ ˆ 0.5%
t t

diff y y
−

≤ . 
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It means that the updated model 
( )t

f  has very little difference from the previous model 
( )1t

f
−

, which 

indicates that it tends to be stable after several iterations. At this time, the model obtained by the 

algorithm may not have very high accuracy, but it has mastered the overall structure of the dataset. 

Continuous iteration will cause low efficiency, so it is necessary to enter the next stage, namely, adding 

more detailed features to further improve the classification accuracy. Of course, the process of active 

learning can be divided into more stages according to the actual problem. 

5 Evaluations 

In order to evaluate the performance of the proposed algorithm, we conduct experiments on several 

widely used datasets in the paper. All of these datasets come from the open dataset LIBSVM [18]. A 

popular algorithm is used for comparison, meanwhile, in order to find the influence of different 

information variances on the proposed algorithm, the comparison between 80% and 90% information 

variances are added. The four algorithms are introduced as follows: 

(1) Active Learning based on Principal Component Analysis (ALPCA) [19]: a similar active learning 

method is selected for comparison. It extracts features by the principal component method and then 

carries on the active learning process. 

(2) 80%: retain the fixed 80% information variance in the proposed algorithm. 

(3) 90%: retain the fixed 90% information variance in the proposed algorithm. 

(4) Proposed: the algorithm in this paper. 

5.1 USPS Dataset Validation 

With the USPS dataset as the test target, a group of handwritten characters “5” are randomly selected. 

The samples of the dataset have 256 dimensions, and 5 samples are randomly selected as the initial 

labeled samples in the initial stage. In order to convert the problem to binary classification which can be 

processed by the support vector machine, Character 5 is labeled as +1, and other characters as -1. 

The hyperparameters of the support vector machines are set as 10C = , 0.01γ = . 

To objectively evaluate the advantages and disadvantages of the algorithm, a total of 100 runs are 

carried out, and the statistical results are analyzed. The average results of 100 runs are shown in Fig. 2 

below. 

 

Fig. 2. Average Error Rates on USPS 5 VS Others 

According to Fig. 2, the effect of the proposed algorithm is outstanding. Although the error rate is high 

in the first stage, after several iterations, it decreases rapidly. Especially when entering a new stage, the 

error score rate decreases significantly. This is consistent with our design conception. In the first stage, 

we use the main features to classify. At this time, the accuracy is not very high, but we have mastered the 

overall structure of the dataset. As iteration goes on, more features are added gradually, the accuracy is 
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improved rapidly. Finally, it has better classification accuracy and stability than the other algorithms.  

Four statistics indexes of error rates after fiftieth iteration are shown in Table 3, these results are 

calculated from the final error rates after 100 runs. Bold face means the best performance. MAX means 

the maximum of the final error rates, MIN means the minimum of the final error rates, MEAN means the 

mean of the final error rates, STDEV means the standard deviation of the final error rates. 

Table 3. Error Rates Statistic of Four Algorithms on USPS 5 over 100 Runs 

 ALPCA Proposed 80% 90% 

MAX 0.3541 0.2245 0.3253 0.3466 

MIN 0.0158 0.0146 0.0193 0.0130 

MEAN 0.0462 0.0347 0.0984 0.0625 

STDEV 0.0418 0.0266 0.0552 0.0465 

 

Table 3 shows that the proposed algorithm has the best performance in average error and standard 

deviation, except for the minimum error rate. The smallest average error and standard deviation indicate 

the high classification accuracy and robustness. 

5.2 Letter Dataset Validation 

In order to further validate the effectiveness of the proposed algorithm, another dataset is used for 

validation. As a widely used character recognition dataset, Letter dataset is a handwritten characters 

recognition dataset with 20000 samples of 26 characters. 

The tests are carried out on Letter dataset, with selected characters ‘A’, ‘B’ and ‘C’. The selected 

characters are labeled as +1, and the rest characters as -1. We run the proposed algorithm 100 times. In 

each run, we select 10 samples as initial labeled set. In each iteration, we select 5 samples from unlabeled 

data pool to label.  

The hyperparameters of the support vector machines are set as 10C = , 1.0γ = . 

5.2.1 Letter A VS Others 

According to Fig. 3, the proposed algorithm has good performance. The figure also shows that the 

proposed algorithm has the fastest convergence speed and lowest error rate. 

 

Fig. 3. Average Error Rates on Letter A VS Others 

The statistic indexes of error rates on Letter B VS others over 100 runs are shown as Table 4: 

Table 4. Error Rates Statistic of Four Algorithms on Letter A over 100 Runs 

 ALPCA Proposed 80% 90% 

MAX 0.4862 0.0478 0.5339 0.4578 

MIN 0.0058 0.0049 0.0105 0.0079 

MEAN 0.0535 0.0139 0.0739 0.0683 

STDEV 0.0809 0.0106 0.0988 0.0935 
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Table 4 shows that the proposed algorithm has the best performance in all indexes. The smallest 

average error and standard deviation means the proposed algorithm has higher classification accuracy 

and robustness. 

5.2.2 Letter B VS Others 

 

Fig. 4. Average Error Rates on Letter B VS Others 

The statistic indexes of error rates on Letter B VS others over 100 runs are shown below: 

Table 5. Statistic Indexes of Error Rates on Letter B over 100 Runs 

 ALPCA Proposed 80% 90% 

MAX 0.5022 0.1958 0.4911 0.5192 

MIN 0.0302 0.0334 0.0546 0.0496 

MEAN 0.1489 0.0877 0.2013 0.1489 

STDEV 0.1098 0.0343 0.0959 0.0977 

 

From Table 5, the proposed algorithm gives attention to the structure of the whole dataset, so the 

classification results are very stable with little fluctuation. 

5.2.3 Letter C VS Others 

 

Fig. 5. Average Error Rates on Letter C VS Others 
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Table 6. Statistic Indexes of Error Rates on Letter C over 100 Runs 

 ALPCA Proposed 80% 90% 

MAX 0.5880 0.1017 0.4255 0.4927 

MIN 0.0140 0.0134 0.0237 0.0193 

MEAN 0.0943 0.0361 0.1109 0.1015 

STDEV 0.0960 0.0180 0.0805 0.0939 

 

6 Conclusion 

In this algorithm, we use SS to explore the subspace structure of the dataset. Then, a few key features are 

selected in the first several iterations, which promote the classification model to grasp the overall 

structure of the dataset and reduce the risk of falling into local optimum. Thirdly, the detailed features are 

added gradually, which help to improve the classification accuracy of the active learning model. Thus, it 

has good classification performance, and reduces the cost of sample labeling. After the validation with 

different datasets, the algorithm can effectively improve the stability and classification accuracy of active 

learning, and reduce the iteration number and labeling costs. 

Different from other algorithms, our algorithm not only uses the label information of samples, but also 

uses the structure information of samples, so it can effectively reduce the cost of labeled samples. 

However, our algorithm increases the cost of computation, and its time complexity is O(n3). Therefore, 

the algorithm is suitable for the case that the cost of sample labeling is expensive or the labeled samples 

are rare, and it is not suitable for the case that there are a large number of labeled samples. 

Future work will entail investigating other sparse algorithms, to lower the computational complexity of 

our algorithm, and further explore how to utilize the information of unlabeled data. 
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