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Abstract. In the high-speed railway (HSR) scenario, there is a problem of poor generalization 

ability caused by the overfitting phenomenon through wireless channel modeling. In this paper, 

a precise modeling method based on machine learning is proposed to address this issue under the 

wireless channel of HSR. According to the K-means clustering algorithm, the typical values of 

the K-factor in a multitude of scenarios are obtained through Rician K-factor clustering in the 

wireless channel fading model. Founded on the theory of model evaluation and selection in 

machine learning, the measured values of path loss are fitted by least squares regression using 

the cross-validation method. Then, we obtain the formulas of the path loss models and the 

expected generalization errors of the models in different scenarios. The mathematical 

relationship of the ergodic capacity depending on the Rician K-factor, the signal-noise ratio of 

the receiver, and the path loss generalization error are established after the ergodic capacity 

analysis of the HSR wireless channel. Finally, the lower boundary curves of the ergodic capacity 

are obtained by simulation experiments in different scenarios. 

Keywords:  high-speed railway, overfitting, Rician K-factor, cross validation, expected 

generalization errors 

1 Introduction 

Over the last few years, we have witnessed a sharp increase in the number of high-speed railway (HSR) 

operating mileages around the world, especially in China. It is estimated that the total HSR mileage will 

reach 50,000 kilometers by 2020. HSR construction has made remarkable achievements, providing 

strong support for the development of the economy and the progress of civilization [1]. To meet the 

demand for high-quality wireless communications in the HSR scenario and provide a reference for the 

design of the communication system, it is necessary to accurately understand the characteristics of the 

wireless channel. Owing to the high-speed mobility and multiple propagation scenarios in the HSR 

environment, it is rather difficult to carry out field measurements to acquire sufficient channel data. To 

realize reliable communication in an HSR environment, the propagation characteristics of radio 

frequencies need to be analyzed, which can be achieved by wireless channel modeling [2]. 

The channel model is an abstract description of the wireless environment and its propagation 

characteristics. Wireless channel measurement and modeling are important for the optimization, testing, 

and performance evaluation of communication systems as well as related technologies [3-4], such as 

network optimization scheduling and wireless resource management. 

In an HSR environment, high-speed trains (HSTs) may pass through several scenarios, such as open 

spaces, hills, cuttings, viaducts and tunnels [5]. It is worth mentioning that viaducts account for over 60% 

of the HSR mileage [6]. The propagation path loss between transmitters and receivers has been widely 

predicted in urban or suburban environments [7-8]. This paper focuses on the research of wireless 

channels in plain, viaduct and cutting scenarios of HSR. Two transmission modes exist in wireless 

communication systems for HSR: direct transmission and relay-based transmission [9-10]. The use of 
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mobile relay can improve the performance of a mobile communication system. Studies have 

demonstrated that the channel characteristic between the antenna of the evolved node base station (eNB) 

and the relay on the train is in the form of a Rician distribution [11]. 

Traditional channel modeling is difficult to learn from complex and large quantities of data. Machine 

learning brings a new idea of extracting data features and dealing with complex problems through models. 

With the rapid development of hardware technology and in-depth research on machine learning, machine 

learning algorithms have been widely used in designing and optimizing wireless communication systems. 

In this paper, to improve the accuracy and reliability of the model, a new modeling method based on 

machine learning is proposed in HSR environments. In the wireless channel modeling, the varying Rician 

factor with a changing T-R distance is considered to overcome the overfitting phenomenon in the least 

squares fitting. By solving the problem of poor generalization performance in channel modeling, an 

accurate channel model under different scenarios is obtained. The proposed wireless channel modeling 

based on the machine learning paper is executed as follows: the K-means clustering algorithm is first 

used to cluster the Rician K-factor in plain, viaduct and cutting scenarios. Then, the path loss is modeled 

and analyzed, and the generalization error of the path loss is calculated in the plain, viaduct and cutting 

combined with the methods of cross validation and least squares. Third, the Nakagami-m distribution is 

used to approximate the Rician distribution to simplify the process of calculation and simulation. Fourth, 

by comparing the plain, viaduct and cutting scenarios, the influence of the Rician K-factor on the ergodic 

capacity is analyzed, and the lower limit formula of ergodic capacity is deduced. 

2 Related Work 

There are many research works on channel modeling in HSR scenarios. The cutting scenario is studied 

under the condition of HSR narrowband communication in [12]. The equation is established, indicating 

the correlation between the distance and the Rician factor. It is proven that the Rician function is the most 

suitable for describing the variation in the fading amplitude in the cutting scenario. In addition, the fading 

of the cutting scenario is more intense than that in other scenarios, and the proposed Rician factor model 

is more accurate than the classical model. In [13], the Rician K-factor of the viaduct scenario is modeled 

and analyzed under the conditions of HSR narrowband and broadband communication. Then, the model 

accuracy is verified. The cutting scenario is explored under the condition of HSR broadband 

communication, and then the expressions of the Rician factor and the path loss with distance are 

presented [14]. In [15-16], the relationship between the Rician factor and distance is analyzed under the 

condition of HSR broadband communication. At the same time, the distance is segmented, and the path 

loss is modeled. In [17], the wireless channel fading characteristics are measured and modeled by 

broadband communication in an HSR plain scenario. In the existing articles, the modeling error, which is 

caused by the difference of the Rician factor with the change in distance between the transmitter and the 

receiver, is hardly considered in the process of wireless channel modeling in the HSR scenario. In 

addition, there are few studies that theoretically analyze the overfitting phenomenon of path loss in the 

process of least square fitting. However, these two aspects may lead to poor generalization ability and 

low modeling accuracy of the wireless channel model. 

In the technical specification (TS) 36.104 of the third generation partnership project (3GPP) [18], the 

fading-free channel model for baseband performance testing is defined in HSR. This model gives the 

Doppler characteristics of the receiver when the train passes through the base station. The model of 

WINNER-II [19] shows in detail the fading characteristics of large-scale and small-scale wireless 

channels measured by mobile relay technology in D2a. The wireless channel consists of two parts: 

between eNB and the relay and between the relay and the terminal. The HSR tunnel wideband 

measurements at 2.1 GHz are conducted in [20], and the channel parameters, including path loss, delay 

and Doppler characteristics, are obtained. In the case of narrowband communication with a bandwidth of 

930 MHz, the wireless channel of HSR is measured by the authors of [5, 21], who proposed models of 

experience path loss for the viaduct height and cutting width and Rician K-factor for the first time. In 

[22], a location-based model of the wireless channel for HSR in the conditions of broadband 

communication with a bandwidth of 2.35 GHz is proposed. It is based on the channel data collected by 

the viaduct. Geometry and random propagation graph theory are two applicable methods for wireless 

channel modeling. In [23-24], a geometry-based stochastic model (GBSM) is established, and the space-

time frequency correlation and nonstationary characteristics of channels in HSR are analyzed. In [25], a 
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simulation model of a time-varying channel based on graphics in HSR is proposed. 

The above channel modeling has some limitations. It is difficult to learn quickly and accurately from a 

large quantity of complex data. Machine learning can track data fluctuation, which meets the 

requirements of channel modeling in HSR. In [26], the opportunities and challenges of cluster-based 

wireless channel modeling are discussed, and some common clustering algorithms for channel modeling 

are introduced. In [27], a clustering algorithm based on statistics is proposed, which uses the model of 

Gaussian mixture modeling of the multipath components of the channel and then optimizes its parameters 

using the expectation-maximization algorithm. However, the studies do not consider the modeling error 

caused by the varying Rician factor with different T-R distances under different scenarios, which is 

investigated in the paper. Additionally, we analyze the effect of overfitting on ergodic capacity 

performance theoretically. 

3 HSR Scenarios and Relay Communication Mode 

As shown in Fig. 1, the ground fluctuates very little in the plain scenario, similar to the surface of the 

viaduct. The flat surface makes the propagation environment of the electromagnetic wave more open. 

There are discontinuous and different types of trees around the viaduct. Cutting is a long, narrow and 

semiclosed structure with symmetrical escarpments on both sides. Its surface is usually covered with 

vegetation. When the height of the receiving antenna on the top of the train is lower than the height of the 

escarpments on both sides, the cutting is deep. In this case, the receiver receives more reflected and 

scattered waves. 

   

(a) plain (b) viaduct (c) cutting 

Fig. 1. Three scenarios for HSR operation 

In an HSR wireless communication system, there are two communication modes between eNB and 

HST: direct mode with a single hop and relay mode with a double hop, as shown in Fig. 2. Direct mode 

indicates that a transmitting antenna installed on the eNB is directly connected to mobile terminals in the 

HST, thereby realizing signal transmission and reception. However, in this case, the severe penetration 

loss caused by HST is not conducive to the reception of wireless signals. The relay mode indicates that a 

transmitting antenna installed on the eNB first transmits the signal to a relay antenna deployed on the 

roof of the HST, and then the relay antenna retransmits the signal to mobile terminals in the HST. This 

mode can avoid penetration loss when the signal passes through the train body. Relay-based signal 

transmission is a better choice when strong penetration loss exists. 

eNB

 

eNB

Relay

 

(a) direct mode (b) relay mode 

Fig. 2. Two transmission modes of the HSR wireless communication system 
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The direct mode has better throughput performance in the high signal-noise ratio (SNR) region when 

penetration loss is given. However, in the low and medium SNR regions, the throughput performance 

based on the relay mode performs better [11]. Founded on the analysis, this paper studies the modeling of 

HSR wireless channels with relay modes under three types of scenarios: plain, viaduct and cutting. 

4 Wireless Channel Modeling of HSR Based on Machine Learning 

4.1 Value of Rician K-Factor 

The Rician K-factor, which is used to measure the severity of wireless signal fading, plays a key role in 

wireless link budgeting, channel modeling, and system simulation [28-29]. The Rician K-factor is defined 

as [30]: 
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where A refers to the peak value of the amplitude of the main signal and σ represents the variance in a 

multipath component. The probability density function is expressed as follows: 
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where r is the envelope of the received signal and I0(•), which indicates the zeroth-order modified Bessel 

function of the first class, is defined as: 
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The K-means clustering algorithm is a distance-based clustering algorithm. Distance is used as an 

evaluation index for similarity measurement, that is, the closer the distance between two objects is, the 

more similar they are. This kind of algorithm usually forms clusters of objects that are close to each other 

to obtain different clusters that are compact and independent. The algorithm for clustering the Rician K-

factor using K-means clustering is as follows [31]: 

In [3, 17], the Rician K-factor was measured with a frequency of 1.89 GHz, 2.35 GHz and 2.35 GHz, 

respectively, in the plain, viaduct and cutting scenarios. The antenna is configured as single-input single-

output (SISO). The K-means clustering algorithm is used to cluster the Rician K-factor following the 

change in distance, as shown in Fig. 3, Fig. 4 and Fig. 5, and the typical values of the Rician K-factor 

within different distances are shown in Table 1. 

 

Fig. 3. Rician K-factor and clustering in the plain scenario 



Journal of Computers Vol. 32 No. 2, 2021 

37 

 

Fig. 4. Rician K-factor and clustering in the viaduct scenario 

 

Fig. 5. Rician K-factor and clustering in the cutting scenario 

Table 1. Algorithm process 

Input: Sample set { }
m

,...,,D hhh
21

=  composed of Rician K-factor and the number k of Rician factor cluster heads.  

Process: 

1. Randomly select k Rician factor samples from the Rician factor sample set D as the initial mean vectors 

}{
21 k
,...,, uuu ; 

2. repeat; 

3. Let =
i

U ∅ (1≤i≤k); 

4.  for j=1, 2, ..., m do; 

5.     Calculate the distance 
2

ijjid uh −=  between the Rician factor sample jh  and each mean vector 

)1( ki
i

≤≤u ; 

6.     Determine the cluster mark of the Rician factor based on the nearest mean vector: { } jikij d,...,2,1minarg
∈

=λ ; 

7.     Divide the Rician factor sample jh  into the corresponding cluster: { }jλλ jj
UU h∪= ; 

8.  end for; 

9.  for i=1,2,...,k do; 

10.     Calculate the new mean vector of the Rician factor: hu
h

∑
∈

=

i
U

i

i
U

1
' ; 
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11.      if 
'

ii
uu ≠  then; 

12.       Update the current mean vector 
i

u to 
'

i
u ; 

13.      else; 

14.       Keep the current mean vector unchanged; 

15.      end if; 

16.  end for; 

17. until the mean vector of the current Rician factor has not been updated. 

Output: Cluster division { }
k

UUUU ,...,,
21

= . 

 

In Fig. 4 and Fig. 5, d represents the distance between the transmitting antenna and the receiving 

antenna. When a train moves towards the source of the electromagnetic signal, d takes a negative value. 

When a train runs away from the source of the electromagnetic signal, the value of d is positive. In Table 

2, the typical Rician factor values corresponding to the mean vectors of cluster U1, cluster U2, and cluster 

U3 are represented by K1, K2, and K3, respectively. 

Table 2. Typical value of the Rician K-factor 

Scenarios Rician K-factor 

Plain 
1

2

=10.91(0 430)

=4.96(430 850)

K d

K d

≤ ≤

< ≤
 

Viaduct 

1

2

3

=3.45(-850 -320)

=2.76(-320 260)

=2.95(260 850)

K d

K d

K d

≤ ≤

< ≤

< ≤

 

Cutting 

1

2

3

=1.27(-850 -275)

=7.30(-275 295)

=2.83(295 850)

K d

K d

K d

≤ ≤

< ≤

< ≤

 

 

4.2 Cross-validation Theory and Data Fitting 

In the procedure of fitting the path loss data, an overfitting phenomenon easily occurs. Overfitting 

indicates that the learner regards some characteristics of the training sample as the general property 

suitable to all samples, which may worsen the generalization ability of the model. To overcome this 

drawback, the cross-validation method is used to determine whether the path loss model is overfitting and 

to obtain generalization error. The principle of the cross-validation method is first to divide the dataset 

1 2{ , , , }
n

P p p ... p=  that is composed of path loss into a reciprocal subset of similar size and to keep the 

data distribution consistent in each subset. Next, the union of a-1 subsets is used as the training set, and 

the remaining subsets are used as the test set for training and testing  [31]. 

The fitting values of cross validation, which are similar to the normal fitting values that represent the 

fitness of the model to the data, can indicate the accuracy of the model prediction data. To measure the 

fitted value of the cross validation of the observation, this observation must be ignored from the data used 

to calculate the model, and then the fitting value is calculated by using the unrelated coefficient vector. 

The cross validation fitting of the ignored path loss observations is defined as follows: 

 ( ) ( ) ( )( )i ,n o i i, j i j,nj
p b X B

∧

= + ×∑ ,
 

(4) 

where ( )i  represents that the value of observation 
i
p  is ignored when calculating the model. ( )o i

b  

represents the model intercept when the ith observed response value is not included in the path loss 

dataset. X  represents the dataset of distance d. ( )( )i j,n
B  represents a model coefficient when the ith 

observed response value is not included in the path loss dataset. The residual is the difference between 

the actual response variables and the cross-validation fitted values, which is defined as follows: 
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where 
i
p  represents the ith observed response value in the path loss dataset. The expected generalization 

error for cross validation is defined as: 
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Deviation-variance decomposition can be used to explain the data fitting generalization ability based 

on cross-validation theory [31]. This method can decompose the expected generalization error rate. For 

the test sample x, p is the mark of x in the dataset P, and y is the true mark of x. The expected prediction 

for the least squares fitting algorithm is expressed as follows: 

 ( ),( ) [ ]
P i n

f x E p
∧

= .
 

(7) 

The variance generated by using different training sets with the same number of samples is expressed 

as follows: 

 2

( ),( ) [( ( )) ]
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∧

= − . (8) 

The noise is expressed as follows: 

 2 2[( ) ]
P

E p yε = − . (9) 

The difference between the expected output and the true mark is called the bias, which is defined as: 

 2 2( ) ( ( ) )bias x f x y= − . (10) 

In summary, using the polynomial expansion and combination to decompose the expected 

generalization error of the algorithm can obtain: 
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For the sake of discussion, it is assumed that the noise expectation is 0, that is, [ ] 0
P

E p y− = . Then, 

the generalization error can be expressed as follows: 

 2 2( ) var( )bias x xμ ε= + + . (12) 

The above analysis shows that the generalization error can be decomposed into the sum of deviation, 

variance and noise. Deviation-variance decomposition shows that generalization ability is determined by 

the ability of the data fitting algorithm, the adequacy of the data, and the difficulty of the fitting task. In 

addition, the generalization error is more representative of generalization ability than simple deviation or 

variance. 
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4.3 Regression-fitting Path Loss Model Based on Cross-validation 

The steps of the cross validation based on the regression-fitting algorithm are as follows: 

Step 1. According to the cross-validation method, a set of measured path loss observation data, that is, a 

test set, is ignored; 

Step 2. The path loss model is fitted without considering the test set; 

Step 3. The cross-validation fitted values of the ignored path loss data are predicted based on the fitting 

path loss model (ignoring a set of test sets), and the residual values are calculated. 

Step 4. Repeat the above steps until all path loss observations are ignored and fitted. Finally, the 

generalization error value and value of _sq predR  are obtained. 

The path loss model formula (16~18) and its generalization error in three scenarios are obtained by 

cross-validation regression fitting on the path loss measurement values in [3, 17], as shown in Table 3. 

Table 3. Generalization error and reliability verification results in different scenarios 

Scenarios 

Parameters 
Distance(m) µ Rsq Rsq_pred 

Plain 
0≤d≤430 

430<d≤850 

2.71 

4.53 
87.88% 87.68% 

Viaduct 
90≤d≤260 

260<d≤850 

16.09 

14.75 
86.88% 86.80% 

Cutting 
20≤d≤295 

295<d≤850 

3.79 

13.90 
92.49% 92.45% 

 

In Table 3, sqR  represents the percentage of variation in the response explained by the model, which 

determines the fitness between the model and the data. It is defined as follows [32]: 
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where p  represents the average path loss. 
∧

ni
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 represents the ith fitting response, which is defined as 

follows: 
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where oi
b  represents the model intercept and )( j,niB  represents a model coefficient. predsqR _

 represents 

the prediction goodness of the path loss model. The calculation process of predsqR _

 is to delete each 

observation from the dataset, estimate the regression equation, and then obtain the prediction goodness of 

the model for the deleted observations, which is defined as: 

 

∑

∑

=

=

∧

−

−

−=

n

i

i

n

i

nii

sq_pred

pp

pp

R

1

2

1

2
),(

)(

)(

1 .  (15) 

It can be seen from Table 3 that %1-_ <sqpredsq RR , which means that there is no overfitting in the 

models of the three scenarios. Equations (16)-(18) show the path loss models of the plain, viaduct and 

cutting scenarios, respectively. 

In the plain scenario, the relationship between path loss and distance is expressed as follows: 

 ddPL
P

log44.3353.14)( += .  (16) 
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In the viaduct scenario, the relationship between path loss and distance is expressed as follows: 

 d..dPL
V

log98403014)( += .  (17) 

In the cutting scenario, the relationship between path loss and distance is expressed as follows: 

 d..dPL
C

log90349519)( += .  (18) 

5 Ergodic Capacity Analysis in Different Scenarios 

5.1 Ergodic Capacity and Lower Bound Value 

Assuming that channel state information (CSI) between the eNB and the relay node (train) is known in 

the relay node, the expression of the ergodic capacity can be written as follows [9]: 
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where γ  represents the SNR, and γ  represents the average SNR. The probability density function of the 

SNR is expressed as follows: 
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Then, the iterative analysis expression for the ergodic capacity is expressed as follows: 
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Because equation (21) contains an infinite term, it is necessary to cut off its upper bound during 

simulation, which is inconvenient in the simulation calculation. Therefore, Nakagami-m fading is used to 

approximate the Rician fading [11]. In this case, the probability density function of SNR per symbol is 

expressed as follows [33]: 
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The relationship between the shape factor m and the Rician K-factor can be expressed as follows: 
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The value of the shape factor m in the three scenarios can be obtained from Table 3 and equation (23) 

that and is shown in Table 4. 

Table 4. The value of the shape factor m in three scenarios 

Scenarios Shape factor m 

Plain 
m1=6.22(0<d≤430) 

m2=3.25(430<d≤850) 

Viaduct 

m1=2.51(-850<d≤-320) 

m2=2.17(-320<d≤260) 

m3=2.26(260<d≤850) 

Cutting 

m1=0.93(-850<d≤-275) 

m2=4.42(-275<d≤295) 

m3=2.30(295<d≤850) 
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Therefore, we can obtain an approximate expression of the ergodic capacity as follows: 
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where )(•G
 represents the Meijer G function and is defined as follows:

 

 
∫ −+−

+−−
=

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

+=+=

==

L

s

j
p

mjj
q

mj

j
n
jj

m
j

q

pm,n
p,q dsz

s)(as)b(

s)a(s)(b

πi
z

,b...,b

,a...,a
G

ΓΠ1ΓΠ

1ΓΠΓΠ

2

1

11

11

1

1

, (25) 

)(•Γ
 represents the gamma function, which is defined as follows: 
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Assuming that the generalization error of the path loss is µ dB, the lower bound formula of the ergodic 

capacity can be expressed as follows: 
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5.2 Simulation Results 

The value of the Rician K-factor varies by the HSR scenario, so the channel ergodic capacity 

performance in different scenarios is also different. Fig. 6 shows the ergodic capacity to average the SNR 

curve for different scenarios. In the figure, the Rician K-factor in the plain, viaduct and cutting scenarios 

takes the mean values of 7.94 dB, 3.05 dB and 3.80 dB, respectively. 

 

Fig. 6. Ergodic capacity curve in different scenarios 

As seen in Fig. 6, the ergodic capacity under the same SNR ratio condition increases with the Rician 

K-factor. That is, under the same SNR conditions, the ergodic capacity of the HSR wireless channel in 

the plain scenario is the largest, the ergodic capacity in the cutting scenario is second, and the ergodic 

capacity in the viaduct scenario is the smallest. 

Fig. 7, Fig. 8 and Fig. 9 show the ergodic capacity lower bound curves for the plain, viaduct and 

cutting scenarios, respectively. In these figures, )(*
i

KC  and )(
i

*

L
KC  represent the HSR wireless channel 

ergodic capacity and its lower bound, respectively. Because of the path loss generalization error, the 

ergodic capacity of the HSR wireless channel is drastically reduced. 
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Fig. 7. Ergodic capacity lower bound value in the plain scenario 

 

Fig. 8. Ergodic capacity lower bound value in the viaduct scenario 

 

Fig. 9. Ergodic capacity lower bound value in the cutting scenario 

In some regions, the generalization error reduces the traversal capacity by more than 50%. With the 

increase in the average SNR, the influence of generalization error on the ergodic capacity is increasingly 

obvious. By comparing Fig. 6-9, it can be seen that the influence of generalization error on the ergodic 

capacity is far greater than that of the difference of scenario, that is, the difference in the Rician factor. 
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6 Conclusion 

This paper studies the wireless channel modeling of HSR based on the relay communication mode in 

three scenarios: plain, viaduct and cutting. The K-means clustering algorithm is used to cluster the Rician 

K-factor and to obtain the typical value of the Rician K-factor in the corresponding distance range. The 

modeling error caused by ignoring the variation in the Rician K-factor value in the modeling process is 

avoided. The influence of the Rician K-factor on ergodic capacity performance is analyzed with a given 

SNR. It is proven that when the average SNR is the same, the wireless channel ergodic capacity increases 

with the Rician K-factor. Through regression fitting based on cross-validation theory, we can avoid 

overfitting and obtain path loss models and generalization errors in different scenarios. Lower bounds of 

ergodic capacity in three scenarios are obtained, which prove that the existence of the generalization error 

will lead to a sharp decrease in the ergodic capacity. 

Our research focused on the SISO wireless system in three typical HSR scenarios. In our future work, 

channel modeling for the multiantenna system will be carried out. In addition, it is worth exploring the 

generalization error-related algorithms in machine learning to improve the accuracy in wireless 

channeling and the ergodic capacity in HSR scenarios. 
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