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Abstract. Individual influence is one of the important factors of the evolution of information 

dissemination in social networks. Usually the ranking of node influence reflects the ability of 

single node to diffuse information. And when a set of multiple nodes distributed at each location 

of the network is propagated as a propagation source of the information, the sum of the influence 

of the plurality of nodes is no longer the addition of the influence of each node. We propose a 

new influence maximization algorithm named Max Neighbor Heuristic (MNH) combining 

Greedy Algorithm with Heuristic Algorithm. In order to balance the accuracy and efficiency in 

MNH, we considered the strategy of optimal neighbor discovery. By comparing the efficiency 

and accuracy of the algorithm with the three classical algorithms, we find that MNH algorithm 

has obvious advantages. Although the performance of MNH algorithm has a little bit of 

volatility, it has certain advantages in the average time-consuming and precision of the 

algorithm, which provides a new method and idea to solve the problem of maximizing influence 

of multi-node communication in social network 

Keywords:  individual influence, information dissemination, social network 

1 Introduction 

The analysis of node influence in social network is an important research content in the study of complex 

network. In the specific network topology environment, the problem of influence ranking has been a 

more comprehensive study. For different network structures and different algorithm complexity 

requirements, the existing various algorithms have their own strengths [1-15]. However, in the actual 

production and life process, there has another more practical problem with node impact applications 

which is the influence maximization spreading problem. The problem is the derived from the viral 

marketing in the economics [16-17].Viral marketing refers the product promotion which only rely on a 

small number of people (Not single individual) in the early stages of product marketing, then re-use of 

these initial users to create the word of mouth effect to achieve widely spreading. Therefore, in order to 

maximize the effectiveness of publicity, how to select a limited number of people, and allow them to 

spread in different regions has become the problem. The issue of influence maximization spreading is 

one of the important research questions in the field of social network information dissemination. It is 

designed to discover the most informative set of nodes in a social network, which has a wide range of 

applications with high research and application value in the marketing, advertising, public opinion 

monitoring and other fields [18-20]. 

David firstly defined the problem of the maximization of influence as a discrete optimization problem 

[21]. It is proved that the propagation influence function ( )σ ⋅  satisfies the submodular characteristics in 

both the independent cascade model and the linear threshold model, which are both NP-Hard problems. 
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Based on this, a hill-climbing greedy algorithm is proposed, referred to as BasicGreedy algorithm. In 

2007, Jure Leskovee proposed the CELF (Cost-Effective Lazy Forward) algorithm [22], and a preference 

mechanism is proposed based on the BasicGreedy algorithm, which does not calculate the influence gain 

of node v. As a result, it reduces the impact of each round of the marginal value of marginal revenue 

calculation. After that, Amit further proposed the CELF++ algorithm by improving the storage structure 

of the way, which improves the efficiency [23]. At the same time, Wei Chen proposed a New Greedy 

algorithm based on the BasicGreedy algorithm which reduces the number of simulations to n times [24-

25].Yu Wang proposed a Community-Based Greedy Algorithm (CGA) based on the community 

characteristics of social networks [26], using the most influential node within the community to 

approximate the most influential users of the global network. Experimental results show the speed of the 

CGA algorithm has been significantly improved, but the accuracy of the same significant decline. The 

above algorithms are all belong to greedy algorithm that each step is to seek to produce the maximum 

impact of the spread of the scope of the node, and calculate the current local optimal solution based on 

the previous step. The advantage of greedy algorithm is that the algorithm has high precision which can 

approximate the optimal solution with the probability of 1 1/ e− , but the disadvantages are also very 

obvious that large amount of computation time is required. 

Although the efficiency of a large number of improved greedy algorithms has been significantly 

improved, it still cannot be applied to large-scale social network because of its high algorithm complexity. 

In order to pursue practicality and high efficiency, many heuristic algorithms have been proposed by 

researchers. The simplest heuristic algorithm is proposed by David Kempe [21], including heuristic 

algorithms based on Degree and Centrality. Wei Chen considered the overlap between node influence 

factors, and presented the Degree Discount algorithm for the independent cascade model [24]. The main 

idea is that if node v and its neighbor node u are simultaneously selected into the initial active node set, 

the influence of node v needs to be deducted. The experimental results show that the accuracy of the 

algorithm has been greatly improved after considering the node overlap factor, but the accuracy of the 

greedy algorithm is still not achieved. After that, Wei Chen proves that the problem of calculating the 

influence range of a given initial active node set are both essentially an NP-Hard problem in the 

independent cascade model and the linear threshold model, which means that the greedy class algorithm 

is fundamentally bound to lead to greater computational complexity. Besides, for the shortcoming of 

LDAG heuristic algorithm, Amit Goyal proposed SIMPATH heuristic algorithm [27-28], which can 

estimate the influence value of node more accurately by calculating the simple path of seed node. 

Kyomin Jung proposes IRIE heuristic algorithm in independent cascade model, which does not need to 

calculate the influence value of node, but based on trust propagation method. By combining influence 

ranking and influence estimation (Influence Ranking), the efficiency is obviously improved than the 

PMIA algorithm [29]. It is not difficult to find that a large number of heuristic algorithms improve the 

efficiency of the algorithm by sacrificing the precision of the algorithm [30-33].The deep reason is that 

the heuristic method always has an approximate estimation process. Therefore, the heuristic algorithm 

has the characteristics of low complexity and short operation time, but the accuracy of the heuristic 

algorithm is much lower than that of the greedy algorithm. 

With the rapid development of network technology, the evolution speed of on-line social network is 

obviously faster than before, and the relationship between nodes is influenced by more factors, which 

makes it change more frequently and adds a lot of uncertainty to the prediction based on network 

topology. Regarding the issue above, a new influence maximization spreading algorithm based on 

optimal neighbor discovery is proposed in this paper. The strategy of optimal neighbor discovery is 

adapted to find a random large influence node. Based on the random node, the speed time of Greedy 

Algorithm can greatly reduce in our algorithm.  

2 Influence Propagation Maximization Algorithm 

2.1 Definition of the Problem 

Suppose a network ( , )G V E=  with V  nodes and E  links. The constant s V<  represents the number 

of initial propagation nodes that need to be picked out from the network G. Any s nodes constitute the set 

{ | [1, ]}
i

S v i s= ∈  and propagate the information according to the given rule. At the end of the 
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propagation, ( )
i

T v  is the set of other nodes activated by 
i
v  and 

1 2
( ) ( ) ( ) ... ( ).

s
T S T v T v T v= ∪ ∪  The 

problem of node influence maximization in network G can be defined as finding a set as following: 

 
max

( ) ( )T S T S≥ , 
max

S S s= =  (1) 

On the surface, the impact of maximizing the problem can be simply understood as the selection of 

multiple users with different influence to produce the largest diffusion of information. In fact, this 

problem is a NP (Non-deterministic Polynomial) difficult problem which is uncertainty in solving 

polynomials, and it is impossible to calculate the optimal solution quickly using the unified algorithm 

[34]. In contrast, it can quickly verify the answer if it has already been known. Because there is no quick 

solution to the direct solution except for the solution of violence, the influence maximization problem 

needs to balance the efficiency and approximate. 

2.2 Max Neighbor Heuristic 

The basic idea of MNH (Max Neighbor Heuristic) is to transform the multiple-node selection problem 

into probabilistic problem. By the heuristic method of randomly selecting, it can obtain to obtain a much 

smaller set of nodes than the original network size with less computation. Then, by using the local greedy 

algorithm, the relative optimal node set is obtained to approximate the optimal node set of the original 

network. MNH algorithm is divided into two parts: 

Random heuristic process: Firstly, initialize the relative optimal node set V and randomly select a node 

u from the global scope. The all first-order neighbors of node u can be obtained which defined as v and 

select the largest degree node add into V. Then, the above random selection process is repeated until sη  

different initial propagation nodes are picked, [ ]1, /N sη∈  is the size of candidate set. 

Partial greedy process: Firstly, initialize the relative optimal node set S. According to the specific pre-

set information dissemination model, count the average dissemination range of each node in set V in the 

spread of the spread of the range of nodes. Select the node which can create maximum spreading range to 

join the global optimal node set S. Then, traverse the remaining 1sη −  nodes and calculate the marginal 

gain of each node. On the basis of the current set S, the marginal gain refers to the increase in the 

influence of adding an additional node .

i
v  Define ( )σ ⋅  as an influence function, and the marginal gain 

created by 
i
v  can be obtained as following: 

 ( ) ( { }) ( )
i
v i
S S v Sσ σ σ= −∪   (2) 

Finally, add the nodes that can produce the maximum marginal gain to S and remove it from the set V. 

This process is repeated 1s −  times until s initialized propagation nodes are picked out from V. 
 
Max Neighbor Heuristic 
  initialize S =∅, V =∅  
  while ( )len S sη<  

       random pick vertex \u G s∈  
select u = MaxDegree{neighbor(u)}   

  S S u= ∪  
  for 1i =  to s do 
       for any node v in set G do 
          0

v
s =  

          for 1i =  to R do 

            ( { })
v v
s s RanCas V v= + ∪  

          end for 
          /

v v
s s R=  

       end for 
       argmax { }

v V v
v s

∈
=  

       { }V V v= ∪  
   end for 
   output V. 
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From the logic above, we can find that the first part of MNH algorithm is the process of random 

selection of candidate seeds. Based on the random heuristic, it chooses the largest neighbor as the 

candidate seed, which avoids the huge computational complexity in large-scale network. The second part 

is the selection process of candidate seeds. The classical greedy algorithm with high precision is used to 

compute the marginal revenue one by one, so as to obtain a node set with the greatest influence. 

According to the distribution characteristics of online social network nodes, the distribution of node 

degrees follows a power-law distribution [35-36]. Cohen’s study indicated that the probability of a node 

with degree k is ( )p k  in scale-free n-scale networks [37].  

 ( ) ~ rp k ck −  (3) 

Assume that the minimum and maximum node degrees are 
min
k  and 

max
.k  Distribution parameter c 

satisfies the normalization condition 
min

( ) 1
k

p k dk
∞

=∫ , which it can be calculated 1

min
( 1) .c k

γ
γ

−

= −  As the 

number of nodes in the top-s of the node degree is the smallest node degree in the top-s node top-s ,k  we 

can see: 

 
top-s

( )
k

s
p k dk

n

∞

=∫  (4) 

Bring the normalization parameter 1

min
( 1)c k

γ
γ

−

= −  into Eqs.4: 

 

top-s top-s

top-s

top-s

1

min

1

min

( )

( 1)

( 1)

k k

k

k

p k dk ck dk

k k dk

k k dk

γ

γ γ

γ γ

γ

γ

∞ ∞
−

∞
− −

∞
− −

=

= −

= −

∫ ∫

∫

∫

 (5) 

Combining the results of Eqs.4 and Eqs.5, we can get the minimum degree of node satisfying top-s: 

 

1

1
top-s min ( )

n
k k

s

γ −
=  (6) 

When 1s = , the degree of the largest node in the network can be obtained: 

 

1

1
top-1 max min ( )k k k n

γ −
= =   (7) 

Since the MNH algorithm is aimed on the node with the highest degree of the neighbor, it is assumed 

that a node v is selected at random and the node of the first degree of the node is u and the node degree is 

k. The probability that node u is randomly selected as an independent node is ( ).p k  If the node u is 

selected based on the maximum neighbor selection rule v is selected first and then the node u is selected 

as a neighbor), the probability that node u is selected will be ( ),kp k  which is equivalent to selecting a 

node from an edge. It can be seen that, according to the random selection method in the MNH algorithm, 

the nodes with larger node degrees are more likely to be randomly selected. Therefore, in a network that 

the maximum and minimum node degrees is 
max
k  and 

min
k , the probability of selecting the degree k from 

the neighbors of any node can be: 

 1( ) ( ) r

l l
p k kp k c k −

= =  (8) 

c is normalization parameter ( ) 2
2 2

max minl
c k k

γ
γ γ

−

− −

= −  and 
max

min

1
1.

k

l
k

c k dk
γ−

=∫  After random selecting a 

node q, define top-sp  is the probability that the maximum degree neighbor of q belongs to the top-s node 

set. top-sp  is equal to the integral of the probability distribution for all nodes whose degree is greater than 
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top-sk  is selected. 

 

max

top-s

max

top-s

top-s

1

2 2
max top-s

2 2
max min

( )
k

k

k

l
k

p kp k dk

c k dk

k k

k k

γ

γ γ

γ γ

−

− −

− −

=

=

−

=

−

∫

∫  (9) 

According to the rules of multiple selection nodes in MNH algorithm, the single-node case in (9) can 

be extended to sη  node cases, which is the probability of randomly selecting sη  nodes that contain top-s 

nodes. In the case that the randomly selected node set sη  is far smaller than the network size n, the 

reduction of the candidate set n after the node is selected can be neglected. Based on the permutation and 

combination, the probability top-sp  is as following: 

 ( ) ( )top-s top-s1
s N ss

P p p
N

η ηη −⎛ ⎞
= −⎜ ⎟
⎝ ⎠

 (10) 

Bring Eqs. (6)(7)(9) into Eqs. (10), the final probability function can be calculated. In order to observe 

the effect of candidate set coefficient η  on the solution results, we use a scale-free random network with 

1500N =  and 50s =  to observe the accuracy of MNH algorithm under different ,η  and the result is 

shown in Fig. 1. 

 

Fig. 1. The effect of Candidate set coefficient η  and power exponent γ  on the accuracy of MNH 

algorithm 

It can be seen that as the candidate set coefficient η  increases, the accuracy of MNH is gradually 

increasing. At the same time, with the reducing of power index, the curve in Fig. 1 is steeper, and the 

algorithm is also accurate. In the line of 2.1,γ =  when 20,η >  the accuracy of the algorithm is close 1. 

The social network power exponent γ  actually reflects the heterogeneity of the node’s degree. The larger 

,γ  the heterogeneity of node degree is stronger and. Therefore, we can consider that the MNH algorithm 

has stronger practicability in the network with large node heterogeneity. 

The complexity of the MNH algorithm is equal to the sum of the random heuristic process and the 

local greedy process. In the random heuristic process, the candidate node set size is sη , and the neighbor 

degree of each nodes need to be counted. According to the probability density distribution of social 

network nodes, we can obtain that the complexity of a single node is: 
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1

1 1 1

1 1
( ) ln( )

n n n

k kp k c c c n
kkγ −

= = < =∑ ∑ ∑  (11) 

Thus, the computational complexity of the heuristic process with sη  node is ( log( ))O s nη . On the 

other hand, as the time complexity of the global greedy algorithm with n=N is ( )O sNRm  [24], the 

complexity of the algorithm is greatly reduced when ,n sη=  which would be 2( ).O s Rmη  Combined 

with the complexity of the above two processes, the time complexity of MNH algorithm is obtained. The 

comparison results with other three kinds of classical algorithm are shown in Table 1 with N node and m 

edge. s is the number of nodes that need to be acquired. The average number of cycles is R. 

Table 1. The time complexity and type of four kinds of algorithm 

Algorithm Time complexity Type 

MNH 
2( log( ) )O s n s Rmη η+  Hybrid 

DegreeHeuristic ( )O m  Heuristic 

BasicGreedy ( )O sNRm  Greedy 

NewGreedy ( )O sRm  Greedy 

 

When the candidate set factor η  is small, 1 s Nη≤ << , MNH algorithm complexity is much smaller 

than Basic Greedy algorithm, but greater than DegreeHeuristic algorithm complexity, the closest 

NewGreedy algorithm. While sη  is large and close to N. The algorithm complexity of MHN is basically 

the same as that of the BasicGreedy. The above characteristics reflect the flexibility of MNH algorithm, 

which the appropriate candidate factor η  can be selected according to the specific requirements of 

timeliness and accuracy. 

3  Simulation Comparison and Analysis 

Due to the different topological features of online social networks, the solution to the problem of 

maximizing influence is dependent on the network topology, which the accuracy and operation speed of 

the same algorithm in different network topologies are quite different. The measurement of the final 

influence scope depends on the propagation model. Experiments were carried out in two representative 

propagation models: the linear threshold model [38] and the independent cascade model [39], which the 

real network data is selected as the experimental data set in our simulations.  

3.1 Data set 

Twitter relationship data: Twitter is a US social networking and microblogging service site, is the world’s 

top ten sites on the Internet one of the visits. It is a typical micro-blog application. Users connected with 

each other through mutual attention, which they can receive the first time users are concerned about the 

tweet. If we only observe the twitter network structure from the relationship among the users, when the 

two users are concerned about each other, we can consider a connection between the two nodes. When 

any user sends the information, influences will be generated to other users. 

Friendfeed relationship data: Friendfeed is a Web site for aggregating Web 2.0 services. It can 

aggregate various social networking services (such as Blog, Twitter, Del.icio, Digg, Flickr, etc.). Based 

on its services, we can easily know published information of friends in various social networks. 

Therefore, Friendfeed user relationships constitute a network to more fully reflect the user in the network 

world and the interaction between other users. The statistics are shown in Table 2. 

Table 2. Basic statistical characteristics of network datasets 

Data name V E  k  
max
k  

min
k  γ  

Twitter 4053 69436 19.34 329 1 2.21 

Friendfeed 6244 127491 58.21 221 1 2.33 
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V indicates the number of nodes. The total number of edges is E . The average degree, maximum and 

minimum degree is ,k  
max
k  and 

min
.k  γ  is the power exponent. 

3.2 Simulation Analysis in Linear Threshold Model 

A random function is used to assign the impact propagation thresholds randomly to all nodes in the 

dataset. The impact propagation threshold is defined as ( ) [0,1]vθ ∈ , which reflects critical point on 

choosing to put forward the information after being affected by it. We remove non-connected nodes and 

the nodes with ( ) 0,vθ =  which provides the connectivity foundation for the information dissemination of 

seed nodes. Influence weight of node v affected by neighbors i is defined as 
,i v

b : 

 ,

0

0

v
k

i v

i

b

=

=∑  (12) 

v
k  is the degree of v. The edge assignments for each node’s neighbors are affected by the random 

function, and the sum of weights is 1. Actual influence value 
v
I  is defined as affect from the any active 

node around v: 

 
'

, ,v i v i vi N
I p b

∈

=∑  (13) 

'

N  is the active node set of v neighbor. When the node v in the inactive state is affected by ( )
v
I vθ>  

at time t, the node v enters the active state and has an effect on its neighbor as an active node at 1.t +  The 

experiment is then repeated until the new active node is no longer created in the network. In order to 

distinguish the importance of nodes, and to ensure that the diffusion time between the algorithms are 

comparable, the probability of information diffusion here is a unified mean value 
,

0.01
i v
p p= = . 

In the MNH, BasicGreedy and NewGreedy algorithms, the above-mentioned models are used to 

calculate the influence marginal gain of nodes. The initial seed node is the active node and the remaining 

nodes are the inactive nodes. In the Twitter data set, the maximum number of influence nodes 10s =  is 

presented as an example, which the results of the four algorithms in the Twitter network are shown in 

Table 3. 

Table 3. The top 10 influence nodes result from four algorithms in the linear threshold model with 

Twitter data set 

MNH DegreeHeuristic BasicGreedy NewGreedy 

432 432 2241 2241 

56 727 432 432 

2241 3088 1801 1231 

762 530 56 1801 

1801 96 121 2332 

530 442 2332 1691 

24 132 3231 56 

181 1722 762 181 

2332 587 181 24 

3231 1532 587 3231 

 

,
R

U  ,
D

U  
B

U  and 
N

U  are defined as the maximum impact node sets of four kinds of algorithms. 

From Table 3 we can be found that the results obtained by BasicGreedy and NewGreedy have a highest 

coincidence. Seven of the ten nodes are the same, 2241, 432,1801, 2332, 3231,181, 56{ }
B N

U U =∩ . The 

intersection of MNH algorithm and BasicGreedy algorithm is 432, 56, 762,1801, ,{ 181
R N

U U =∩  

2332, 3231} , which indicate that if we consider the BasicGreedy as a benchmark, we can initially 

determine the accuracy of MNH is close to NewGreedy. Besides, The intersection of BasicGreedy and 

DegreeHeuristic is less, 432 }87{ , 5
D B

U U =∩ , which tell us that the heuristic algorithm and the greedy 
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algorithm are obviously different in solving the accuracy. Based on the comparison between MNH and 

DegreeHeuristic, 432 }30{ , 5
D B

U U =∩ , it can be considered that MNH algorithm, which is a hybrid 

heuristic method, is more biased towards the result of greedy algorithm in accuracy. 

Based on the conclusions above, we use the propagation model to further validate the results of the 

MNH algorithm. As the result of the analysis in Section 2.2, we get the conclusion that the probability of 

the MNH algorithm approach to the optimal solution will increase when the number of initial seeds get 

larger. Therefore, for the two types of data sets, respectively, the experiments with different size sets are 

performed, 1 60S≤ ≤ . We use all the nodes in U at the same time as the active node to propagate in the 

early stage of diffusion, and record the time elapsed from the beginning to the end of the information 

diffusion and final diffusion range. 

Fig. 2 shows the actual propagation range that can be generated by four influence-maximizing 

algorithms under the Friendfeed data set. It can be seen that with the increasing of initial seed nodes, the 

range of maximization influence produced by the four set shows a positive increase. The BasicGreedy 

algorithm curve is higher than the other three curves, and the growth is relatively flat when 20s > . This 

indicates us that the greedy algorithm adopts the actual propagation range as the reference value in the 

selection of the first initial seed node, which makes the result more accurate. In contrast, MNH and 

DegreeHeuristic only rely on node degree as the criterion of node influence, ignoring the topological 

position and pivotal effect of nodes in the whole network, so that the final results deviate from the true 

value. 

 

Fig. 2. The simulation results of four algorithms in the linear threshold model in Friendfeed network 

On the other hand, MNH curve has obvious fluctuation which the range is basically between 

NewGreedy and DegreeHeuristic curves. This indicates that the randomness of the MNH algorithm in the 

selection of candidate seed sets gives the instability of the final influence range. With the increasing of s, 

the fluctuations gradually slow down. This phenomenon is consistent with previous accuracy analysis 

results on MNH algorithm. At the same time, it is obvious that the increase of the MNH curve is highly 

related to the initial seeds numbers, and basically coincides with the NewGreedy curve after 45s > . 

However, there is still about 7% gap of the spread range between MNH and BasicGreedy. It can be 

assumed that such gap is obtained by sacrificing the complexity of algorithm. With the number of initial 

propagation nodes increases, the gap will become smaller and smaller. In the comparison of computation 

time, the whole computation time of MNH algorithm is only 1/5  of NewGreedy algorithm, and 1/ 2  for 

the DegreeHeuristic algorithm. Therefore, from a practical perspective, MNH algorithm has the best 

performance balance time-consuming and accurate. 

It can be seen in the experimental results (Fig. 3) of in the twitter data set that the gap between the four 

curves are significantly reduced, and the random fluctuation amplitude of MNH also narrowed 

significantly. But, the overall trend remains consistent with the Friendfeed data set. When the initial seed 

number is small, four final influence ranges are at a relatively low level. Within 20s < , final influence 

range R increases rapidly and has a positive correlation with s. This is due to the heterogeneity of the 

nodes in the Twitter data set, 
T F
γ γ< . As a result, the local community concentration phenomenon in the 
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whole network is more prominent. When the initial number of seed nodes is small, the range of influence 

spread is limited to local communities. For the effective coverage of the global network, it is necessary to 

distribute more initial propagation nodes. When 30s > , four curves slowdown significantly, where MNH 

surpasses NewGreedy and gradually close to BasicGreedy around 40s = . It can be seen that the accuracy 

of the MNH algorithm on the Twitter data set is better than on the Friendfeed data set. The experimental 

results show that the MNH algorithm has higher heuristic in the network with low power exponent. The 

main reason is that the process of randomly selecting initial seeds in MNH algorithm effectively avoids 

the obvious topology of the local community concentration and makes the distribution of initial seeds 

more dispersive. 

 

Fig. 3. The simulation results of four algorithms in the linear threshold model in Twitter network 

3.3 Simulation Analysis in Independent Cascade Model 

S is set as the initial propagated seed node set. All nodes are activated 0t =  and have an impact on the 

neighboring nodes. When 
0

t t= , if v is an active node, any neighbor w of node v will be activated at time 

with probability 
,v w

p  and turn into activated node. Different from the linear threshold model, the 

probability 
,v w

p  is the influence attribute of the node v itself, the higher the value 
,

,
v w
p  the greater the 

influence of node v. In order to ensure that activate the node can be infect at least one neighbor even if 

the number of activate the nodes is at a low degree. The node activation probability is uniformly set to 

constant 
,

0.05
v w
p p= = . 

At any time 
0
,t t=  when there are multiple active nodes around the node w at the same time, the active 

node 
i
v  is selected in a random order, and activates the node w with a probability of 

,v w
p  at 

0
1t t= + . It 

can be considered that in an independent cascade model, the probability that any node is activated by its 

neighbors is independent of each other and the probability that the node is successfully activated depends 

on the number of active nodes in the neighbor. Thus, starting from the first active node appearing in the 

neighbor of node w until w is successfully activated, the probability is: 

 ,

0

1 (1 )
n

i

k

v w

round n i

p

=

− −∏ ∏  (14) 

n is the round number, and 
n
k  is the number of active neighbors in each round of activation event. 

After the active node tries to activate all neighbor nodes, it will lose has the ability to activate other nodes 

and change to an inactive node. The entire propagation process ends after the activation node does not 

exist in the network. The number of inactive nodes reflects the size of the influence range of the initial 

seed node set S. 

Based on the above experimental model, the maximum number of influential nodes 10s =  in Twitter 

data set is taken as an example. The results of the four algorithms are shown in Table 4. 
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Table 4. The top 10 influence nodes result from four algorithms in the linear threshold model with 

Twitter data set 

MNH DegreeHeuristic BasicGreedy NewGreedy 

2241 432 2241 2241 

522 727 432 1753 

432 3088 1421 157 

762 530 1753 1801 

991 96 762 2332 

24 442 372 1421 

2028 132 2332 56 

181 1722 522 612 

2332 587 612 291 

56 1532 157 429 

 

,
R

U  ,
D

U  
B

U  and 
N

U  are defined as the maximum impact node sets of four kinds of algorithms. 

Comparison of Table 3 and Table 4, it can be found that there is a certain difference of the selected 

results under the two models. Taking BasicGreedy as an example, the intersection of the solution is 
' 2241, 432, 762, 2}{ 233
B B

U U =∩ , only four nodes are the same. NewGreedy also has only four nodes 

belong to the largest impact nodes. However, the result of the DegreeHeuristic has no change in the two 

models. This is not difficult to understand, because the degree of heuristic algorithm to the node level of 

the evaluation of the impact of the node itself, and ignore the overlap of the influence of nodes, so no 

matter how the dissemination of information in the network diffusion, the node itself The topology 

feature will not change, so the DegreeHeuristic algorithm results will not change. This is not difficult to 

understand, because the degree of heuristic algorithm is based on the node degree to evaluate the impact 

of nodes, and ignore the overlap of the influence of nodes. As a result, no matter how the dissemination 

of information in the network diffusion, the topology of the node itself will not change, so that the result 

of the DegreeHeuristic algorithm will not change. The result of MNH algorithm has a large coincidence 

part under the two propagation models, ' 432, 2241, 762,181, 2332, 4{ 2 , 56}
R R

U U =∩ . However, some 

new nodes are selected, such as node 991, node 2028. Compared with the other algorithms, we can see 

that these nodes are not the solutions of other algorithms. This is because the MNH algorithm randomly 

selects 2s candidate propagating seed nodes, not only follow the principle of maximum neighbor, but also 

have a certain randomness.  

For each of these changes, a set of different maximum impact nodes is taken 1 60s≤ ≤ . To observe the 

accuracy of the MNH algorithm under the independent cascade model, the further validation of Twitter 

and Friendfeed data sets are conducted, and the results are shown in Fig. 4 and Fig. 5. 

 

Fig. 4. The simulation results of four algorithms in the independent cascade model in Friendfeed network 
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Fig. 5. The simulation results of four algorithms in the independent cascade model in Twitter network 

We can find that, in two types of data sets, the overall curves growth rate has slowed down compared 

with the linear threshold model. The BasicGreedy algorithm still has the greatest influence range, and the 

DegreeHeuristic algorithm has the smallest influence range. Similar trend is shown in BasicGreedy and 

NewGreedy curves, and the average gap is about 6% between two of them. It is worth noting that, in the 

initial propagation of seed node 1s = , the results of each algorithm have significantly improved. The 

results show that the independent cascade model has more advantages in propagating information when 

the initial number of seed nodes is small. In contrast, when the number of initial seed nodes is small, it is 

difficult for the linear threshold model to make the influence value of the influence of node 
v
I  greater 

than threshold ( )vθ . 

MNH algorithm is still better performance in the Twitter data set which has a higher heterogeneity. In 

Fig. 5, MNH curve fluctuation peak has been close to BasicGreedy curve at 35s =  in twitter data set, but 

in Friendfeed data set, this phenomenon is postponed to 60,s =  which the MNH algorithm in Twitter 

data set can be considered more accurate. 

In addition, by comparing the trend of MNH algorithm in different propagation models, we can find 

that the trend of MNH curve is similar to that of linear threshold model. This result also confirms the fact 

that the MNH algorithm has a large overlapping part in the intersection of the results of the two 

propagation models. In contrast, the results of BasicGreedy in the two propagation model have 

significant differences. In linear Threshold Model, the BasicGreedy curve fluctuates within the 

[10%, 43.5%]  in Fig. 2. While, in independent threshold model, it fluctuates within [12.2%, 31%] . Refer 

to the overlapping results of BasicGreedy in Table 3 and Table 4, it indicates that the accuracy of the 

BasicGreedy algorithm has declined in independent threshold model. Therefore, it can be seen from the 

side that the results calculated by MNH algorithm have higher usage similarity, and Reliance on the 

propagation model is relatively low, which shows the superiority of MNH. 

Compare the operation time of the four algorithms in two datasets, MNH algorithm is still keeping a 

low computational time-consuming. Compared with NewGreedy and BasicGreedy algorithm, the 

operation speed advantage is obvious. Although in the two datasets, the DegreeHeuristic and MNH 

algorithm has a similar time-consuming, the results of MNH algorithm are more accurate. Therefore, we 

can consider that MNH algorithm has the best efficiency and practicability by balance the time 

consuming and the accuracy of the algorithm. 

4 Conclusions 

Social networks provide great convenience for people to spread information. The efficient mining of 

high-impact node sets in social networks has important implications for both the maximization of 

information diffusion benefits and the complex network theory itself. The problem of maximizing 

influence is a tradeoff between efficiency and accuracy. How to design a time-consuming, high-precision 

and strong-adapting algorithm becomes the goal of this problem. 

In the analysis and evaluation of all kinds of greedy algorithm and heuristic algorithm, BasicGreedy 
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algorithm in most cases has higher operational accuracy. The theoretical result can approximate the 

optimal solution with the probability of 1 1/ e−  approximately. However, BasicGreedy needs to traverse 

the characteristics of global nodes one by one, which greatly increases the computational complexity of 

the algorithm in large-scale network environment. Several new algorithms based on BasicGreedy always 

focus on balance the time-consuming and precision, but not fundamentally solve the problem. At the 

same time, the heuristic algorithm has higher practicability and flexibility in the real production life, and 

it can obtain the efficient solving process for different topological features. But it is undeniable that the 

heuristic based on the network topology features limits the accuracy of the algorithm itself. 

After combining the advantages of the greedy algorithm and the heuristic algorithm, this paper 

proposes a hybrid optimal impact-maximization algorithm based on optimal neighbor discovery, named 

MNH algorithm. The MNH obtains the candidate seed nodes more than the required number by first 

obtaining and mining the data randomly, then obtains the optimal solution by comparing the marginal 

revenue. After analyzing and comparing this algorithm with other three kinds of algorithms in different 

propagation models, it can be found that although the MNH algorithm has obvious instabilities in the two 

real networks. But in the integrated accuracy, MNH is close to NewGreedy algorithm, and the operation 

time-consuming than NewGreedy algorithm to significantly reduce, especially when the set of nodes to 

be acquired is large. 

At the same time, compared with different propagation model, MNH algorithm also has a better 

applicability, this advantage is mainly reflected in the face of the network that the topology is unknown, 

and MHN will have a more stable performance. This feature is also should be the future researchers in 

the algorithm design needs to be an important factor in practical considerations. This is an important 

factor that researchers need to consider in the algorithm design in future. 

At present, most nodes influence analysis is based on the network topology to approximate the 

influence of nodes. However, the influence of the individual is by no means depended on the topological 

characteristics alone in the real social network. The user’s interest preference, the information content, 

and the active degree are the focal points of the node influence analysis. At the same time, in the 

evaluation standard of the node’s real influence, the scope of information dissemination and the speed of 

transmission are only one aspect. From multiple dimensions to analyze the impact of the node will be the 

future direction of this study. 
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