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Abstract. In order to reduce the energy consumption of the cloud computing system while 

ensuring the response performance of the cloud users, a task scheduling strategy is proposed. In 

the strategy, the local processor of the mobile device continues to work, the virtual machines in 

a physical machine sleep synchronously, and the virtual machines in different physical machine 

sleep asynchronously. For the heterogeneous physical machines in cloud computing, a queueing 

model with a synchronous multiple vacation is established. By using the quasi-birth-death 

process and the matrix geometric solution, the steady-state distribution of the queueing model is 

given, and the expressions of the average response time of the tasks and the average power of 

the system are derived. The numerical results show that there is a power-performance trade-off 

for cloud computing when setting the assigning probability of the tasks to the local processor. 

Through the improved whale optimization algorithm, the task scheduling strategy is optimized 

with the minimum system cost.  

Keywords:  cloud computing, task scheduling strategy, synchronous multiple vacation, response 

time, average power 

1 Introduction 

The rapid development of mobile devices and lots of applications and services that run on these devices. 

The problem of insufficient load capacity of mobile devices is becoming more and more obvious. 

Methods allowing for adaptations of this problem often use remote resources such as cloud computing, 

which provides support for task offloading of mobile devices [1]. In the cloud computing system multiple 

underutilized servers take up more space and consume more energy than can be justified by their 

workload [2]. Some research work has been done to increase the efficient usage of computer server 

resources to reduce energy consumption. 

An energy saving strategy of cloud computing center based on (N, T) hibernation mechanism was 

proposed. Combining the wake-up threshold N and a sleep timer of length T, a random model of multiple 

synchronous vacations was established. Using the improved moth-flame optimization algorithm, a joint 

optimization scheme for energy-saving strategies was given, which effectively reduces system energy 

consumption [3].  

A dynamic idle interval prediction scheme was proposed, which can estimate future CPU idle interval 

lengths and select the most cost-effective sleep state to minimize power consumption at runtime. 

Experiments showed that the scheme can effectively reduce the idle power consumption of the CPU [4].  

Reference [5] proposed a heuristic energy saving job scheduling method with workload prediction 

solution, constructed an energy saving cloud data center system, including its architecture, job and power 
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consumption model, used virtual machine migration and integration technology, and shut down 

corresponding modules and racks. Other studies optimized energy consumption of cloud data center 

through virtual machine consolidation approach [6-7]. 

An energy-saving strategy based on the multi-server vacations queueing theory was proposed, which 

can switch the state of servers between groups. When the number of idle servers reaches a given 

threshold, these idle servers synchronously go to sleep. A two-dimensional continuous-time Markov 

chain stochastic model was established. Numerical experiments prove that the proposed strategy can 

effectively reduce system energy consumption while ensuring user response performance [8].  

A strategy of servers awakening based on dynamic threshold was proposed. The strategy took the task 

situation of the client side and the energy cost of the server into consideration, adjusted the threshold of 

task requests number dynamically, and waked up the server according to the time priority. Compared 

with the servers awakening strategy based on static threshold, this strategy effectively reduces the energy 

consumption of the cloud computing system [9].  

The above research work focused on the cloud system itself, without considering the mobile devices 

that generate tasks and the processing capacity of the mobile devices themselves. Considering the actual 

condition of some user tasks executed in the local processor of mobile devices, in this paper we propose a 

task scheduling strategy of continuous work of local processor of mobile devices and synchronous sleep 

of virtual machine in the cloud physical machine. Aiming at different service rates of heterogeneous 

cloud physical machines, multiple M/M/ck queuing models with synchronous multiple vacations [10] are 

established in the remote cloud. The steady-state distribution of the system model is given by using 

quasi-birth-death process and matrix-geometric solution, and the variation trend of the average response 

time of the task and the average operating power of the system is revealed through numerical results. The 

system cost function is constructed, and through the improved whale optimization algorithm, the optimal 

probability of task assigned to local mobile device is given to minimize the system cost. 

2 Task Scheduling Strategy and System Model 

2.1 Task Scheduling Strategy  

Aiming at the problems of insufficient storage space and limited processing capacity of mobile devices, 

with the help of remote cloud, the task load of mobile devices can be effectively balanced. Under the 

coordination of the task scheduler, the tasks generated by the mobile device are divided into two parts. 

One part of the task is assigned to the local processor to receive the service, and the other part of the task 

is assigned to the virtual machine in the remote cloud to receive the service. 

Multiple heterogeneous physical machines are deployed in the remote cloud, and the collection of 

physical machines is expressed as 
1 2

{ , , ..., }
n

S S S S= , S n= . Through virtualization technology, deploy 

( ) 1
k k
c c ≥  cloud virtual machines in the physical machine ( )1,2,...,

k
S k n= . It is assumed that virtual 

machines deployed on the same physical machine are homogeneous, and virtual machines on different 

physical machines are heterogeneous [11-12]. An architecture consisting of local mobile devices and 

remote cloud is given, as shown in Fig. 1. 

In the traditional cloud service, the cloud servers are always active, increasing the energy consumption 

of the remote cloud. Hibernation mechanism is an effective artificial means to reduce energy 

consumption. With the help of virtualization technology, a periodic synchronous sleep mechanism is 

introduced into virtual machines on the same physical machine, and a periodic asynchronous sleep 

mechanism is introduced into virtual machines on different physical machines. Set a sleep timer on each 

physical machine. When all tasks on the physical machine finish serving, the timer is triggered and all 

virtual machines deployed on the physical machine enter the sleep state at the same time. The triggering 

of timers on different physical machines is independent of each other, that is, the sleep or wake-up of a 

virtual machine on one physical machine has nothing to do with the virtual machine on another physical 

machine. 

Based on the proposed architecture, the virtual machine in the remote cloud has three states: active 

state, idle state and sleep state. The state transition process of the virtual machine is shown in Fig. 2. 
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Fig. 1. Architecture of mobile devices and remote cloud 

 

Fig. 2. The state transition process of a virtual machine 

(1) Active state. The active virtual machine provides services for a certain task. After the virtual 

machine service completes the current task, it provides services for the tasks waiting in the cache area 

according to the first-come first-served (FCFS) rule. If the buffer is empty but the other virtual machines 

are not all idle, the virtual machine is switched from active to idle. If the buffer area is empty and all 

virtual machines are idle, the virtual machine will switch to the sleep state synchronously with other 

virtual machines. 

(2) Idle state. A virtual machine in an idle state can provide services for assigned tasks at any time, or 

it can enter a sleep state synchronously with other virtual machines. If a task is assigned, the idle virtual 

machine can immediately switch to the active state. If all virtual machines complete the assigned tasks 

and the buffer area is empty, the virtual machine switches to the sleep state synchronously with other 

virtual machines. 

(3) Sleep state. The sleep virtual machine is temporarily no longer serving the task. When the virtual 

machine is in the sleep state, the newly arrived tasks are queued for the buffer area. When the sleep timer 

of a physical machine expires, if the buffer area is empty, restart the sleep timer, and the virtual machine 

on it will start the next sleep interval at the same time. Multiple sleep intervals constitute a sleep period, 

if the buffer area is not empty, all virtual machines end the sleep at the same time, and handle the tasks 
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stuck in the system buffer in turn. The virtual machine assigned tasks switches from the sleep state to the 

active state, and the virtual machine not assigned any task switches from the sleep state to the idle state. 

2.2 System Model 

Mobile devices are regarded as continuous working M/M/1 queues, and each physical machine in the 

remote cloud is regarded as synchronizing multiple vacations M/M/ck queues in the virtual machine to 

establish the system model. The generation of tasks follows the Exponential distribution with parameter 

(0 + )λ λ< < ∞ . Assume that the virtual machines on a physical machine have the same service capability, 

make the time for the virtual machine on the physical machine ( )1,2, ,
k

S k n= �  to serve a task follows 

the Exponential distribution with parameter (0 + )
k k

µ µ< < ∞ . Let the length of the sleep timer of the 

physical machine follows the Exponential distribution with parameter (0 + )
k k

θ θ< < ∞ . 

Suppose the probability of the task being executed locally is q (0 1)q≤ ≤ , The probability of task 

offloading to remote cloud is 1 q− . The tasks offloaded to the remote cloud will be assigned to a certain 

physical machine. Suppose that the probability of a certain task assigned to the physical machine 
k

S  is 

k
ξ , then 

1 2
... 1

n
ξ ξ ξ+ + + = . Based on these assumptions, the arrival of local tasks follows the Exponential 

distribution with parameter 
0

qλ λ= , and the arrival of tasks on the physical machine 
k

S  follows the 

Exponential distribution with parameter (1 )
k k

qλ λ ξ= − . Assume that the physical machine has an 

unlimited capacity cache. 

The system service intensity 
0

ρ  of local mobile devices is 

 0

0

0

=

λ
ρ

μ
,  

The system service intensity 
k

ρ  of physical machine 
k

S  is 

 = ,     1, 2,...,k

k

k k

k n
c

λ
ρ

μ
=

.  

To keep the system stable, let the system service intensity 
0

ρ  of mobile devices and service intensity 

k
ρ  of physical machine 

k
S  be both less than 1. 

Let random variables ( )( ) 0 ,1,
k

X t i i= = �  denote the number of tasks in the physical machine 
k

S  at 

time t. Let random variables ( ) ( )0,1
k

Y t j j= =  indicate the state of the virtual machine on the physical 

machine 
k

S  at time t. When 0j = , the virtual machine is in the sleep state; When 1j = , the virtual 

machine is in the active state. ( ) ( )( ){ }, ,  0
k k

X t Y t t ≥  form a two-dimensional time continuous Markov 

chain, its state space is defined as  

 ( ){ } ( ){ }= 0,0 , : 1,  0,1
k

i j i j≥ =Ω ∪ ,  

Let ( ),
k
i jπ  denote the probability distribution that the system level of the physical machine 

k
S  is i 

and the system phase is j in the steady state. ( ),
k
i jπ  defined as 

 
( ) ( ) ( ){ }, lim , ,  ,

k k k k
t

i j P X t i Y t j i jπ
→∞

= = = ∈Ω ,  

Let ( ) ( )0 0,0
i k

π=π  denote the probability vector of the system level being 0 in the steady state, let 

( ) ( ) ( )( )= ,0 , ,1
k k k
i i iπ ππ  denote the probability vector of the system level being i. The stationary 

probability distribution 
k

Π  of the two-dimensional time continuous Markov chain ( ) ( )( ){ }, ,  0
k k

X t Y t t ≥  

is defined as 

 
( ) ( )( )= 0 , 1 ,

k k k
π πΠ � .  
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3 Steady-State Analysis of The System Model 

Assuming that n heterogeneous physical machines are deployed in the remote cloud, each one can be 

individually regarded as an independent synchronous multiple vacation M/M/ck queue. The state 

transition mechanism of the virtual machine on the physical machine is shown in Fig. 3. 

 

Fig. 3. State transitions of virtual machines on physical machine Sk 

Let 
k

Q  denote one-step transition probability matrix of the two-dimensional continuous-time Markov 

chain ( ) ( )( ){ }, ,  0
k k

X t Y t t ≥ , ( ),
k
x yQ  indicate sub-array transition probability matrix of the system level 

from ( )0,1,x x = �  to ( )0,1,y y = �  after one-step transition. For convenience, let ( ), 1
k
x x −Q , ( ),

k
x xQ  

and ( ), +1
k
x xQ  respectively denoted as ( )k

xB , ( )k
xA  and ( )k

xC . 

(1) When 0x = , the virtual machine must be in the sleep state and the buffer area is empty. When no 

task arrives, the system level and system phase remain unchanged, ( )0k
A  degenerate to a value, 

( )0k k
λ= −A . If a task arrives, the system level changes from 0x =  to 1x = , the system phase remains 

unchanged and the transfer rates is 
k

λ , ( ) ( )0   0
k k

λ=C . 

(2) When 1x = , the virtual machine may be in a sleep state or in an active state. 

Firstly, discuss the case where the system level goes down. When the virtual machine is in the sleep 

state, it is impossible for the task to leave. When the virtual machine is active, if a task is processed, the 

system level changes from 1x =  to 0x = , and the virtual machine switches from active to sleep, the 

system phase from 1j =  to 0j = , the transfer rates is k
µ . ( )1k

B  is a matrix with dimensions 2 1× , 

expressed as follows: 

 ( )
0

1
k

k
µ

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

B ,  

Secondly, discuss the case where the system level remains unchanged. When the virtual machine is in 

the sleep state, if no tasks arrive and the sleep timer has not expired, the transfer rates is ( )k k
λ θ− + ; if the 

sleep timer expires, the virtual machine switches from the sleep state to the active state, the system phase 

from 0j =  to 1j = ,the transfer rates is k
θ . When the virtual machine is active, if no tasks arrive and the 

virtual machine has not completed the current task, the transfer rates is ( )k k
λ μ− + . At this time, the 

virtual machine cannot enter the sleep state. ( )1k
A  is a matrix with dimensions 2 2× : 

 ( )
( )

( )
1

0

k k k

k

k k

λ θ θ

λ μ

⎛ − + ⎞
= ⎜ ⎟

− +⎝ ⎠
A ,  

Finally, discuss the case where the system level increases. Regardless of whether the virtual machine is 

in a sleep state or an active state, if a task arrives, the system level changes from 1x =  to 2x = , the 

system phase remains unchanged, and the transfer rates is k
λ . ( )1k

C  is a matrix with dimensions 2 2× : 

 ( )
0

1
0

k

k

k

λ

λ

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

C .  

(3) When 1 k
x c< ≤ , the virtual machine may also be in a sleep state or in an active state. 

Firstly, discuss the case where the system level goes down. When the virtual machine is in a sleep state, 
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the task is impossible to leave. When the virtual machine is in an active state, if a task is processed, the 

system level changes from x  to 1x − , the transfer rates is k
xµ . At this time, the physical machine k

S  still 

has unprocessed tasks, the virtual machine cannot enter the sleep state. ( )k
xB  is a matrix with 

dimensions 2 2× : 

 ( )
0 0

0
k

k

x

xµ

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

B ,  

Secondly, discuss the case where the system level remains unchanged. When the virtual machine is in 

the sleep state, if no tasks arrive and the sleep timer has not expired, the transfer rates is ( )k k
λ θ− +  ; if 

the sleep timer expires, the virtual machine switches from the sleep state to the active state, the system 

phase from 0j =  to 1j = , the transfer rates is k
θ . When the virtual machine is active, if no tasks arrive 

and the virtual machine has not completed the current task, the transfer rates is ( )k k
xλ μ− + . At this time, 

the virtual machine cannot enter the sleep state. ( )k
xA  is a matrix with dimensions 2 2× : 

 ( )
( )

( )0

k k k

k

k k

x

x

λ θ θ

λ μ

⎛ − + ⎞
= ⎜ ⎟

− +⎝ ⎠
A ,  

Finally, discuss the case where the system level increases. Regardless of whether the virtual machine is 

in a sleep state or an active state, if a task arrives, the system level changes from x  to +1x , the system 

phase remains unchanged, and the transfer rates is k
λ . ( )k

xC  is a matrix with dimensions 2 2× : 

 ( )
0

0

k

k

k

x

λ

λ

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

C .  

(4) When k
x c> , the virtual machine may also be in a sleep state or in an active state. 

Firstly, discuss the case where the system level goes down. When the virtual machine is in the sleep 

state, it is impossible for the task to leave. When the virtual machine is active, there are k
c  tasks receiving 

service at the same time, if a task is processed, the system level changes from x  to 1x − , the transfer 

rates is k k
c µ . At this time, the virtual machine also cannot enter the sleep state. ( )k

xB  is a matrix with 

dimensions 2 2× : 

 ( )
0 0

0
k

k k

x

c µ

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

B ,  

Secondly, discuss the case where the system level remains unchanged. When the virtual machine is in 

the sleep state, if no tasks arrive and the sleep timer has not expired, the transfer rates is ( )k k
λ θ− +  ; if 

the sleep timer expires, the virtual machine switches from the sleep state to the active state, the system 

phase from 0j =  to 1j = , the transfer rates is k
θ . When the virtual machine is active, if no tasks arrive 

and the virtual machine has not completed the current task, the transfer rates is ( )k k k
cλ μ− + . At this time, 

the virtual machine cannot enter the sleep state. ( )k
xA  is a matrix with dimensions 2 2× : 

 ( )
( )

( )0

k k k

k

k k k

x

c

λ θ θ

λ μ

⎛ − + ⎞
= ⎜ ⎟

− +⎝ ⎠
A ,  

Finally, discuss the case where the system level increases. Regardless of whether the virtual machine is 

in a sleep state or an active state, if a task arrives, the system level changes from x  to +1x , the system 

phase remains unchanged, and the transfer rates is k
λ . ( )k

xC
 is a matrix with dimensions 2 2× : 

 ( )
0

0

k

k

k

x

λ

λ

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

C ,  

From the above analysis, the transfer rates sub arrays ( )k
xA  and ( )k

xB  both repeat from the system 
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level 
k
c , ( )k

xC  repeat from 1. The repeated ( )k
xA  and ( )k

xB  represented by 
k

A  and 
k

B  respectively, 

and the repeated ( )k
xC  is represented by 

k
C . Then the one-step transition probability matrix 

k
Q  of 

Markov chain ( ) ( )( ){ }, ,  0
k k

X t Y t t ≥  can be expressed as the following block form as follows: 

 

( ) ( )

( ) ( )

( ) ( )

0    0

1     1    

                               
=

                 1   1   

                                                   

                                              

k k

k k k

k

k k k k k

k k k

c c− −

A C

B A C

Q
B A C

B A C

� � �

�            

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠� �

.  

From the structure of the one-step transition probability matrix 
k

Q , we know that state transitions only 

occur between adjacent system levels. Therefore, the two-dimensional continuous-time Markov chain 

( ) ( )( ){ }, ,  0
k k

X t Y t t ≥  can be regarded as a quasi-birth and death process. The necessary and sufficient 

condition for the positive recurrent of the process is that the spectral radius Sp(
k

R ) of the minimal non-

negative solution 
k

R  (Also called Probabilistic Matrix) of the matrix equation 

 
2

k k k k k
+ + =R B R A C 0   (1) 

is less than 1. ( ( )Sp 1
k

<R ) 

From k
Q

 sub-array structure, the probabilistic matrix can be set as  

 
11 12

22
=

0

k k

k

k

r r

r

⎛ ⎞
⎜ ⎟
⎝ ⎠

R , 

Substitute k
A , k

B , k
C

 and k
R

 into the equation (1), the probabilistic matrix k
R  is 

 
0

k

k

k kk

k

λ
ρ

λ θ

ρ

⎛ ⎞
⎜ ⎟+= ⎜ ⎟
⎜ ⎟
⎝ ⎠

R
, 

According to the analysis result of the probabilistic matrix k
R , we can know the spectral radius of the 

probabilistic matrix ( ) { }11 22

Sp = , 1
k k k

r r <R , so the two-dimensional Markov chain ( ) ( )( ){ }, ,  0
k k

X t Y t t ≥  is a 

positive recurrent. Use the obtained probabilistic matrix 
k

R , and structure square matrix [ ]kB R  as 

follows 

 [ ]

( ) ( )

( ) ( )

( ) ( )

0    0

1     1    

=                             

            1   1   

                                          

k k

k k k

k

k k k k k

k k k k

B

c c

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟− −
⎜ ⎟
⎜ ⎟+⎝ ⎠

A C

B A C

R

B A C

B R B A

� � � , 

From equations of equilibrium and normalized conditions, the equations are as follows 

 
( ) ( ) ( )( ) [ ]

( ) ( )( ) ( )( )
1

0 , 1 , , 0

0 , , 1 1

k k k k k

k k k k k k

c B

c c
−

⎧ =⎪
⎨

− + − =⎪⎩

π π π R

π π e π Ι R e

�

�

. 

Where Ι  is the identity matrix, e  is all 1-column vector. 

The steady-state distribution of the system is shown as follows 
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 ( ) ( ),0 0,0 ,  0

i

k

k k

k k

i i
λ

π π
λ θ

⎛ ⎞
= ≥⎜ ⎟

+⎝ ⎠
, 

 ( )
( ) ( )

( ) ( )1

1
0,0 ,  1 1

,1 !

1,1 ,  k

i

k

k k k

k k

i c

k k k k k

i i c
i i

c i i c

λ
π α

π μ

π ρ β
− +

⎧ ⎛ ⎞
⎪ ≤ ≤ −⎜ ⎟

= ⎨ ⎝ ⎠
⎪

− + ≥⎩

, 

Where 

 ( )
1

0

! ,  1 1

l
i

k

k k

l k k

u
i l i cα

λ θ

−

=

⎛ ⎞
= ≤ ≤ −⎜ ⎟

+⎝ ⎠
∑ , 

 ( ) ( )
0

1,0 ,  

k
k

i c j
i c

j k

k k k k k k

j k k

i c i c
λ

β ρ π ρ
λ θ

− −

−

=

⎛ ⎞
= − ≥⎜ ⎟

+⎝ ⎠
∑ , 

( )0,0
k

π  is given by the normalized condition as follows 

 

( ) ( )

( )
( )

1

1

1

1
1

1
0,0 =

!

1
              1

1 1 !

             1
1

k

k

k

i
c

k

k k

i k

c

k k

k k

k k k

c

k k k k

k k k k

i
i

c
c

λ
π α

μ

ρ λ
α

ρ μ

λ θ ρ λ

θ ρ λ θ

−

=

−

−

−

⎛ ⎛ ⎞
⎜ ⎜ ⎟
⎜ ⎝ ⎠⎝

⎛ ⎞
+ −⎜ ⎟

− − ⎝ ⎠

⎞⎛ ⎞⎛ ⎞+
⎟⎜ ⎟+ + ⎜ ⎟

⎜ ⎟⎟− +⎝ ⎠⎝ ⎠⎠

∑

. 

4 System Performance Measures 

The average response time 
0

W  of tasking allocation execution locally include the average waiting time of 

task in local buffer and the time of receiving service in local processor. According to the analysis result of 

the queuing model M/M/1, the expression of the average response time 
0

W  of the local task can be 

directly given as 

 0

0 0

1
W

μ λ
=

−
 (2) 

The average response time of offloading tasks to the remote cloud include the average waiting time of 

the task in the buffer and the time it takes to receive services on the virtual machine. From the steady-

state analysis results of the system model given in Section 3, the expression of the average response time 

k
W  of the physical machine 

k
S  task is given as 

 ( ) ( ) ( )( )
1 1

,0 ,1

k

k k k k

i ck k

W i c i iπ π
λ μ

∞

=

⎛ ⎞
= − + +⎜ ⎟⎜ ⎟

⎝ ⎠
∑   (3) 

The probability of the task being executed locally is q (0 1)q≤ ≤ , The probability of task offloading to 

remote cloud is 1 q− . The probability of the tasks offloaded to the remote cloud will be assigned to the 

physical machine k
S  is k

ξ . Synthesizing the average response time 0
W  of the local task given by 

equation (2) and the average response time k
W  of the physical machine k

S  given by equation (3), the 

expression of the average task response time W  is 

 ( )0

1

1

n

k k

k

W qW q Wξ
=

= + −∑   (4) 

When the mobile device is active, its processor runs at high speed, and its operating power is 
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expressed as 
0

Active
P . When a mobile device is in an idle state, its processor runs at low speed, and its 

operating power is expressed as
0

Idle
P . Obviously, 

0 0

Active Idle
P P> . The expression of average operating 

power 
0
P  of mobile device is 

 ( )0 0 0 0 0
1

Active Idle
P P Pρ ρ= + −    (5) 

Where 0
ρ  is the probability that the mobile device is active. 

When the mobile device is active, its processor runs at high speed, let Active

k
P  indicates the operating 

power of physical machine 
k

S  that supports an active virtual machine. When a mobile device is in an idle 

state, its processor runs at low speed, let Idle

k
P  indicates the operating power of physical machine 

k
S  that 

supports an idle virtual machine. When a mobile device is in a sleep state, its processor runs at ultra-low 

speed, let Sleep

kP  indicates the operating power of physical machine 
k

S  that supports a sleep virtual 

machine. Obviously, Active Idle Sleep

k k k
P P P> > . The expression of the average operating power 

k
P  of the physical 

machine 
k

S  is 

 

1

1

1

k

1 0

= ( ,1) ( ,1)

c ) ( ,1) ( ,0)

k

k

k

c
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Synthesizing the average operating power 
0
P  of mobile device given by equation (5) and the average 

operating power 
k
P  of the physical machine 

k
S , the expression of average operating power P  of the 

system is obtained as follows 

 ( )0

1

1

n

k k

k

P qP q Pξ
=

= + −∑  (7) 

5 Numerical Examples 

In order to quantify the impact of task arrival rate λ , sleep parameter k
θ , the probability of task assigned 

to the local mobile device q and the probability k
ξ  of task assigned to the remote cloud physical machine 

k
S  in the cloud system task scheduling strategy, conduct system experiment by MATLAB. The numerical 

results characterize the trend of the average response time of the task and the average operating power of 

the system. 

To keep the system stable, the constraints are that the local service intensity 0
1ρ <  and service 

intensity of remote cloud physical machine ( )1 2
Max , , , 1

n
ρ ρ ρ <� , the parameters setting of system 

experiment is shown in Table 1. 

Table 1. Parameters setting 

Parameter Value 

0
µ (The service rate of the local processor) 10/min 

1
μ (The service rate of virtual machines on 

1
S ) 18/min 

2
µ (The service rate of virtual machines on 

2
S ) 15/min 

3
µ (The service rate of virtual machines on 

3
S ) 30/min 

1
c (Number of virtual machines deployed on 

1
S ) 3 

2
c (Number of virtual machines deployed on 

2
S ) 3 

3
c (Number of virtual machines deployed on 

3
S ) 4 

0

Active
P (The operating power of the local processor when it is active) 60 mW 

0

Idle
P (The operating power of the local processor when it is idle) 22 mW 
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Table 2. Parameters setting (continue) 

Parameter Value 

1

Active
P (The operating power of 

1
S that supports an active virtual machine) 45 mW 

1

Idle
P (The operating power of 

1
S that supports an idle virtual machine) 20 mW 

1

Sleep
P (The operating power of 

1
S that supports a sleep virtual machine) 10 mW 

2

Active
P (The operating power of 

2
S that supports an active virtual machine) 40 mW 

2

Idle
P (The operating power of 

2
S that supports an idle virtual machine) 20 mW 

2

Sleep
P (The operating power of 

2
S that supports a sleep virtual machine) 10 mW 

3

Active
P (The operating power of 

3
S that supports an active virtual machine) 50 mW 

3

Idle
P (The operating power of 

3
S that supports an idle virtual machine) 20 mW 

3

Sleep
P (The operating power of 

3
S that supports a sleep virtual machine) 10 mW 

 

Using the parameters set in Table 1 to fix the probability of offloading to the remote cloud physical machine 

1 2 3
, ,S S S ( )1 2 3

=0.2225 =0.3432 =0.4343ξ ξ ξ， ， , considering different sleeping parameters ( )1,2,3
k
kθ =  for 

system experiment, Fig. 4 depicts the impact of task arrival rate λ  and the probability q  of task assigned 

to the local mobile device on the average task response time W . 

  

(a) 
1 2 3

3θ θ θ= = =   (b) 
1 2 3

5θ θ θ= = =  

Fig. 4. Variation trend of task average response time 

As shown in Fig. 4, when the probability of tasks being assigned to local mobile device is small, more 

tasks are assigned to the remote cloud physical machine, and the response time of the task in the remote 

cloud physical machine has a major effect on the average response time W. As the probability of tasks 

being assigned to local mobile devices increases, the tasks that are assigned to remote cloud physical 

machines decrease, the average waiting time of tasks in the remote cloud physical machine buffer area 

decreases, and the average task response time decreases. When the probability of tasks being assigned to 

the local mobile devices is high, more tasks receive services locally, and the response time of tasks on 

mobile devices has a major effect on average response time W. As the probability of tasks being assigned 

to the local mobile device increases, the average waiting time of the task in the local mobile device 

increases, and the average response time of task increases.  

As the task arrival rate λ  increases, the trend of the average task response time W is related to the 

probability q that the task is assigned to the local mobile device. When the probability of tasks being 

assigned to the local mobile device is low, more tasks are assigned to the remote cloud physical machine 

to receive services. The higher the task arrival rate, the lower the probability that the virtual machine 

enters the sleeping state, which shortens the average waiting time of the task and reduces the average 

response time of the task. When the probability of tasks being assigned to the local mobile device is high, 



Journal of Computers Vol. 32 No. 5, 2021 

97 

more tasks will be assigned to the local mobile device to receive services, while the remote cloud is more 

likely to be in a sleeping state. The higher the task arrival rate, the more tasks assigned to the mobile 

device locally, the longer the waiting time of the task in the local mobile device, and the higher the 

average response time of the task. 

Compared with Fig. 4(a) and Fig. 4(b), as the sleeping parameter ( )1, 2,3
k

kθ =  increase, the average 

response time W of the task shows a downward trend. The larger the sleeping parameter, the shorter the 

sleeping period. The time for tasks in the buffer area to wait for the virtual machine to end sleep is 

relatively shortened, and the average response time of the task decreases accordingly. 

Fig. 5 depicts the impact of task arrival rate λ  and the probability q of task assigned to the local 

mobile device on the average operating power P  of the system. As shown in Fig. 5, when the probability 

of tasks being assigned to local mobile device is small, more tasks are assigned to the remote cloud 

physical machine, and the operating power of the remote cloud physical machine has a major effect on 

the system’s average operating power P. As the probability of tasks being assigned to local mobile 

devices increases, the tasks that are assigned to remote cloud physical machines decrease, the probability 

of virtual machines on the physical machines being active decreases, the operating power of the physical 

machines decreases, and the average system operating power decreases. When the probability of tasks 

being assigned to the local mobile devices is high, more tasks receive services locally, and the local 

operating power of the mobile device has a major effect on the system’s average operating power P. As 

the probability of tasks being assigned to the local mobile device increases, the power consumption of 

mobile devices increases, and the average operating power of the system increases. 

 
 

(a) 
1 2 3

3θ θ θ= = =   (b) 
1 2 3

5θ θ θ= = =  

Fig. 5. Variation trend of average operating power of the System 

Compared with Fig. 5(a) and Fig. 5(b), as the sleeping parameter ( )1,2,3
k
kθ =

 increases, the system’s 

average operating power P shows an upward trend. With the increase of the sleeping parameter, the 

possibility of the virtual machine entering the sleep state decreases, and the possibility of the virtual 

machine being in the active or idle state increases, and the average operating power of the system 

increases. 

Combining the numerical results of the average task response time and the average operating power of 

the system, it shows that the task arrival rate, sleeping parameters, and the probability of task being 

assigned to the local mobile device are important factors that affect system performance. Under different 

task arrival rates, reasonable setting of sleeping parameters and the probability of task being assigned to 

local mobile devices can achieve a reasonable balance between response performance and energy 

consumption. 
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5 System Optimization 

Normalize the average task response time W and the system’s average operating power P to construct a 

dimensionless system cost function as follows 

 ( ) min min

1 2

max min max min

W W P P
F q f f

W W P P

− −

= × + ×

− −

 (8) 

Where 1
f  denotes the influencing factor of the average response time of the task on the system cost 

function, 2
f  denotes the influencing factor of system average power on system cost function [13]. When 

the value of the probability q of task assigned to the local mobile device is [ ]0,0.9 , the maximum and 

minimum values of the average response time W of the task are expressed as 
max

W  and min
W , and the 

maximum and minimum values of the system average operating power P are expressed as 
max
P  and min

P . 

In order to minimize the system cost function, the intelligent optimization algorithm is used to find out 

the probability of the optimal task allocation in the local mobile device. Compared with the general 

optimization algorithm, the whale optimization algorithm has faster convergence speed and can find the 

optimal solution of the objective function in a short time. The location of each whale in the algorithm 

represents a feasible solution of the objective function. The random and optimal search agents are used to 

simulate the hunting behavior of whales, and the spiral model is used to simulate the bubble net attack 

mechanism of humpback whales [14]. 

In this paper, chaos initialization is added to make initial solution uniformly distributed and improve 

the global searching ability of whale optimization algorithm. The main steps of the algorithm are as 

follows. 

Step 1. The maximum number of iterations by the initialization algorithm iter
Max 10000= ,whale 

population size 1000N = , Set the upper limit up
1q =  and the lower limit low

0q =  of the probability q of 

task assigned to the local mobile device, and the current iteration number 1iter = . 

Step 2. Initialize the position of whale population using chaos equation.  

q1(iter) = rand * (qup - qlow) + qlow; 
for i = 2 : N 

qi(iter) = γ * qi-1(iter)(1 - qi-1(iter)) + 0.02; 

//qi(iter)denotes the position of the i(i=1,2,…N) whale in the 
current iteration. γ=3.5 denotes the chaos factor of chaos 

initialization. 
endfor 

Step 3. Set the first whale position be the current optimal position *

q , use equation (8) to calculate 

system cost function ( )*F q . 

Step 4. Use equation (8) to calculate system cost function corresponding to all whales ( )( ) ,i
F q iter  

1, 2,...,i N= , and to find the current optimal whale position *

q . 

for i = 1 : N 

if F(qi(iter)) < F(q
*) 

q* = qi(iter); 
F(q*) = F(qi(iter)); 

endif 

endfor 

Step 5. Updating whale position based on whale predation behavior. 

for i=1:N 
A = (2 - (2 * iter)/Maxiter)(2 * rand – 1); 

C = 2 * rand;//A and C is the whale movement coefficient 
p = rand; 

if p < 0.5 
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if |A| >= 1 

//Using random proxy search method to search prey location 
Z = floor(rand * N + 1); 

D = |C * qz(iter) - qi(iter)|; 
qi(iter + 1) = qz(iter)- A * D; 

else // Using the best proxy search method to search prey 

location 
D = |C * q* - qi(iter)|; 
qi(iter + 1) = q

* - A * D; 
endif 

else // Using the spiral model to search prey location 
l = rand * (-2 + iter/Maxiter) + 1; 
D = |q* - qi(iter)|; 
qi(iter + 1) = q

* + D * el * cos(2 * π * l); 

endif 

endfor 

Step 6. Determine whether the iteration process is completed. 

if iter < Maxiter 
iter = iter + 1; 

jumps to Step 4; 

endif 

Step 7. Output the optimal whale position as the probability *

q  that task is optimally assigned locally 

to the mobile device, and give the minimum system cost function ( )*F q . 

Set the influencing factor of the system cost function 
1 2

2.0,  1.6f f= = , using the improved whale 

optimization algorithm, the optimal probability of task assigned locally under different mission arrival 

rates is given, the optimization results are shown in Table 2. 

Table 2. The optimization results 

Task arrival rate λ  The optimal probability of task assigned locally 
*

q  Minimum system cost ( )*F q

5.5 0.3526 0.0134 

6.0 0.3325 0.0577 

6.5 0.3144 0.0992 

7.0 0.3001 0.1387 

7.5 0.2851 0.1763 

 

In the actual situation, for cloud system with high user response performance requirements, the 

influencing factor f1 is set to be larger; for cloud system with high energy saving requirements, the 

influencing factor f2 is set to be larger. 

From the numerical results of Table 2, it can be seen that the optimal probability of task assigned 

locally decreases with the increase of task arrival rate. The local processing capacity and physical storage 

of mobile devices is limited. As the arrival rate of tasks increases, the local task load of mobile devices 

increases. Therefore, the optimal probability of task being assigned locally is on a downward trend. 

6 Conclusion 

Considering the response performance of cloud users and the energy consumption level of the cloud 

computing system, a periodic sleep mechanism was introduced in the remote cloud, and a cloud 

computing task scheduling strategy was proposed. Based on the remote cloud and considering 

heterogeneous physical machines, a synchronous multiple vacation M/M/ck queuing model was 

established, and the steady-state distribution of the system model was given. The numerical results and 

the power-performance trade-off were analyzed. The task scheduling strategy was optimized through 

system cost function and improved whale optimization algorithm. The proposed model is applicable for 
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other multiple queueing system. This paper provides a new idea for the offloading of local tasks on 

mobile devices, effectively alleviates the problem of high energy consumption in cloud computing 

system, and meets users’ demand for real-time performance, thus providing theoretical support for the 

performance optimization of cloud computing system. 
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