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Abstract. Infrared and visible image fusion has been a hot issue in the field of image processing. 

By fusing the infrared image and visible image of a same scene, the thermal radiation 

information of the infrared image and the texture information of the visible image can be 

retained in one image. However, the image fusion of infrared and visible images will lead to 

unclear image texture and loss of deep details. The conventional multi-scale transform methods 

will lead to the fuzzy edge detail of fused image. To solve these problems, an image fusion 

algorithm based on edge preserving filter combined with convolutional neural network is 

proposed. First, the source images are decomposed into two-scale images by rolling guidance 

filter. Second, data normalization is used for generating weights of base layers fusion. Third, the 

activity weight maps of detail layers are generated by VGGnet. Finally, different fusion 

strategies with different scales are used for image reconstruction. Compared with the existing 

representative methods, the proposed model performs well in both subjective and objective 

evaluation, especially in information entropy and edge detail preservation.  

Keywords:  image fusion, rolling guidance filter, VGGnet, image reconstruction 

1 Introduction 

Infrared and visible image fusion refers to the fusion of infrared and visible images of the same scene 

into an image, which is a multi-modal data fusion [1]. In general, it’s hard to get useful information only 

through visible light images under bad lighting conditions or camouflage. Infrared images come from 

infrared sensors, which can capture electromagnetic waves of different frequencies radiated by objects, 

also known as thermal radiation. At the same time, the infrared image will also lose the texture details, 

because the heat emitted by the object is hardly affected by the texture. Therefore, infrared and visible 

image fusion simultaneously retains the thermal radiation information and texture information of source 

image. It is widely used in the field of object detection, object tracking, night color version, biological 

recognition [2]. 

Broadly speaking, the current fusion algorithms of infrared and visible image can be divided into five 

categories: multi-scale transform [3-4], sparse representation [5-6], subspace [7], saliency [8], hybrid 

method [9], and deep learning method [10-12]. In the past decades, multiscale transform is the most 

commonly used method in image fusion. The original image is decomposed into different scale 

components by multi-scale transform. The multi-scale components of the source image is fused 

according to the given fusion rules, and then the corresponding multi-scale inverse transform is used to 
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construct the fused image. The multi-scale transform method has the same visual characteristics as 

human eyes system, this makes the fused image have better visual effect. The common multi-scale 

transform methods include pyramid transform, wavelets transform, non-subsampled contourlet transform 

and curvelet transform etc. Sparse representation uses a super complete dictionary to represent the source 

image sparsely. At the same time, the sliding window strategy is used to divide the source image into 

multiple overlapping blocks, which potentially enhances the stable image representation and improves 

the robustness of fusion. Zhu et al. [6] proposed a fusion framework that integrated image-patches 

clustering and online dictionary learning in sparse representation process. This method optimizes the 

dictionary by clustering to improve the fusion quality. The subspace-based method is to project the 

source image from high dimension to low dimension subspace. For most source images, there are lots of 

redundant information. Projection into low dimensional space can help to observe the internal structure. 

The saliency-based method stems from a well-established fact: if the pixel gray value of a region is 

greatly different from the adjacent regions, it can be considered that the visual effect of this region is 

more significant from the overall effect. The saliency-based method helps to maintain the integrity of 

salient regions and improve the visual quality of the fused image. The hybrid method combines the 

advantages of two methods. Huang et al. [9] proposed a fusion method based on non-subsampled 

contourlet transform (NSCT) and neural network. In their framework, NSCT is used to decompose the 

source image into low frequency and high frequency. Maximum absolute value and pulse coupled neural 

network (PCNN) fusion rules are applied to high frequency component fusion, low frequency component 

fusion is designed to enhance the detailed features of the fused image according to the activity measures. 

The fused image is obtained by inverse transform. Huang’s method achieves a good fusion effect, it can 

still be optimized from algorithm efficiency and weight settings. 

In recent years, with the development of computer vision field, deep learning began to be used in 

image fusion. In ICCV 2017, Prabhakar et al. [13] proposed deepfuse to solve the problem of multi 

exposure fusion. They designed an encoder with two convolution layers. The features of the source 

image were added separately, and then the fusion results were output through the decoding layer of three 

convolution layers. This method achieved good results in multimodal image fusion. However, because of 

the simple network model, the deep information of the source image is not effectively utilized. Li et al. 

[14] proposed a novel deep learning architecture based on CNN layers and dense block. In his model, the 

feature maps which are obtained by each layer in encoding network are cascaded as the input of the next 

layer. In addition, Li et al. [11] proposed a fusion method of infrared and visible light based on deep 

learning framework. In his method, the source image is divided into the base layer and the detail layer. 

The weighted average method is used to the basic level image fusion, and the VGG-19 network is used to 

extract the depth features in the detail layer to generate the image with high quality. However, although 

this method has good robustness, it reduces the contrast of the image. To solve these problems, Li et al. 

[15] proposed a novel fusion framework based on residual network (ResNet) and zero-phase component 

analysis (ZCA) to fully utilize and process the deep features. The deep feature output of ResNet already 

contains multi-layer information, so this method only uses single layer output. Then the deep features are 

projected to the sparse domain by ZCA operation, and the weight map is obtained by l1-norm operation. 

The fusion image is reconstructed by the final weight map and the source image. Gao et al. [16] used 

transfer learning to change the network structure of deep learning framework. It makes VGG-19 network 

extract features from infrared images more accurately. Recently, an improved fusion method was 

proposed by Yan et al. [17]. In order to get better image fusion based on saliency, the image fusion is 

based on saliency. Multi-resolution singular value decomposition (MVD) is performed in detail layer, 

this makes the reconstructed image keep the details of the source image effectively. Although these 

methods have achieved good fusion results, the image texture and details can not be preserved well, and 

the setting of fusion strategy will lead to the loss of energy. 

To overcome these drawbacks, a novel model based on rolling guidance filter [18] (RGF) and CNN 

layers is proposed. This is the first time that RGF and deep learning methods have been combined in the 

field of image fusion. Firstly, we get the base layer and the detail layer of the infrared and visible image 

pairs through RGF. In our network, detail layer image pairs are used as inputs. Then, due to the different 

contents of the basic layer and the detail layer, we design different fusion strategies to maintain the 

characteristics of different layers of images. The key contributions of this paper can be elaborated as 

follows: 
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‧ Rolling guidance filter is used to decompose the source images into different layers. This filtering 

operation can keep the edge information of the source images. 

‧ A new weighted fusion strategy for base layer is proposed, which causes the texture information of the 

fused image more reasonably. 

‧ VGGnet is applied for detail extraction. By processing the outputs of convolution blocks, the weight 

map of detail layer fusion is obtained. 

In Section 2, we review related work while Section 3 we describe our proposed algorithm. The 

experimental results and analysis are shown in Section 4. Finally, Section 5 draws the conclusions to the 

paper. 

2 Related Work 

2.1 Rolling Guidance Filter 

Infrared and visible images contain many levels of important structures and edges. Therefore, it is very 

important to select an method to smooth the image while maintaining different hierarchical structure. In 

the field of image processing and computer vision, for instance, bilateral filter, guided filter, weighted 

least squares filter, geodesic filter and so on is the mainstream of edge-preserving filters [19]. Although 

the above methods have been applied in the field of image fusion, and achieved better results. There are 

still some hard problems to be solved: edge-preserving methods hardly separate structure from details, 

because edge strength and object scale are completely different concepts. 

Rolling guidance filter can smooth small structures and restore edges, It is based on a rolling guidance 

implemented in an iterative manner that converges quickly [18]. This makes it more efficient than other 

filters of the same type. 

The first step is to remove small structures ( size less than σS) of Xk by Gaussian filter, and obtain the 

original guidance image Gk, where k∈ {I, V}, I is the infrared images, and V is the visible images. The 

filter of pixel p in image Xk can be represented as follows: 
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is for normalization. Np is the set of neighboring pixels of p, and q belongs to Np. σS is the structure scale 

parameter, which is defined as the smallest standard deviation of Gaussian kernel. The second step is 

iterative edge recovery. In this step, image J is iteratively updated. Ji+1 is denoted as the result in the i-th 

iteration. J1 is set as the output of Gaussian filter, which is represented as Gk in Eq. (1). 
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is used for normalization. σR is the range weights parameter. This process essentially uses bilateral 

filtering to iteratively change the guidance image. This operation is named as rolling guidance. Since this 

process uses Ji to compute the affinity between pixels, it makes resulting structures similar to Ji. It yields 

structure transform from J to Xk. 
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2.2 Convolutional Layer of VGG-19 

The VGG network [20] is a deep convolution neural network developed by Oxford Computer Vision 

Group and Google deepmind. VGG-19 network consists of five convolution layer blocks, followed by 

three full connection layers. The convolution layer is mainly responsible for extracting the feature map of 

the image, and the whole connection layer is used as the classification function. 

For each convolutional layer, the number of channels used are different. The Conv1 block contains 

two convolutional layers (each with 64 channels). The Conv2 block also contains two convolutional 

layers, but the number of channels layer has increased to 128. The Conv3 block contains four 

convolutional layers (each with 256 channels). And the Conv4 block contains four convolutional layers 

with 512 channels. In our paper, only the first four layers of VGG-19 network are used in our model. The 

rest of the network structure will not be described in detail. 

3 Proposed Method 

The proposed method concludes four steps, which are presented at Fig. 1. The proposed method consists 

of four stages, each of which will be explained in detail in the following sections. 

 

Fig. 1. Schematics of the proposed IR and VIS images fusion framework 

3.1 Image Decomposition 

The source images are represented as Xk, where k∈ {I, V}, I and V are refer to infrared and visible images 

repectively. After the iteration of rolling guidance filter,The base images Bk can be obtained directly by 

multi-scale transformation. This process is described in Fig. 2. 

 

Fig. 2. Flow chart of rolling guidance filter decomposition 
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Image decomposition is expressed by formula: 

 ( , , , ),
k k S R

B RGF X iσ σ=  (5) 

where σS and σR respectively expressed as structure scale and range weight parameter. i is the number of 

the iterations. The detail layer can be obtained by the following equation: 
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where Dk is the detail image. Therefore, the base layer and detail layer of source images can be get. 

3.2 Base Layer Fusion 

The design of reasonable fusion rules is the key technology of image fusion algorithm. It determines the 

selection and fusion of the final image pixel or coefficient, which is very essential to the fusion effect. In 

this section, we propose a method to normalize the base layer images and get the weights for base layer 

fusion. 

Firstly, the base images Bk are transformed from the two-dimensional matrix to the single line matrix 

B’k. m×n is the size of base images. Set the x-th (x∈ {1, 2, ..., m}) elements of Bk as the (((x−1)×n+ 

1):(x×n)) segment elements of B’k. The size of B’k is 1×(m×n). The mapminmax(·) function is used for 

normalizing the matrix B’k. The normalized results are the weight of each pixel in the corresponding base 

images. 
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In the above equation, WBk is the weight of base layer images, α, β is parameters to control the 

normalized range. α, β are separately set to 0 and 1, which means the data is normalized to intervals 0 to 

1 by the given rule. max(B’k) and min(B’k) respresent the maximum and minimum of B’k respectively. 

The following equation represents the base layer fusion strategy. 
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3.3 Detail Layer Fusion 

The fusion strategy of detail layer is to obtain the activity level map of detail level images through VGG-

19 network. The diagram is shown in the Fig. 3. 

  

Fig. 3. The diagram of the extraction process for the detail layer weight map 

As mentioned above, VGG-19 network has four convolution layers. According to the formula: 

 ,1: ( ),j M
k j kDϕ = Φ  (9) 

where ,1:j M
kϕ  represents the M-th channels map of input images in j-th convolution layer, j∈ {1,2,3,4}, 

M=64×2j−1, Φj refers to the j-th layer of VGG-19. The same action is used for each layer. l1-norm is used 

to measure the activity level of detail content. Therefore, the initial activity level map j
kQ  can be 

obtained by the following operations. 
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Then, the block based averaging operator is used to calculate the final activity level map ˆ
j
kQ , which 

makes the results robust. 
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where ω is a parameter determines the block size. The feature weight map 
k

j

D
W  can be directly obtained 

from the final activity level map: 
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Due to the different layers of the network, the size of activity level map is different. An upsampling 

operation is needed to match the size of the feature weight map with the input detail image. It is 

calculated by the following equation: 
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where a, b∈ {0, 1, ..., 2j−1−1}, which represents the size difference of the image after upsampling. ˆ

k

j

D
W  is 

the weight map of detail layel after overall registration. The fusion result of detail layel images is 

obtained by the following equation: 
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3.4 Image Reconstruction 

After obtaining the fusion results of base images FB and detail images j

DF , using additive strategy for 

fusing image reconstruction, as shown in Eq. 15. 
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4 Experiment and Result Analysis 

4.1 Experimental Conditions and Setting 

The algorithm experimental environment is as follows: The host is configured with Intel (R) Core (TM) 

i5. The main frequency is 2.9 GHz and the memory is 16 GB. The experimental simulation platform is 

MATLAB R2018b. In order to evaluate the performance of the fusion algorithm objectively, We selected 

several representative infrared and visible image pairs from the most widely used benchmark dataset 

TNO [21] to conduct experiments. Five representative image pairs from the TNO dataset are presented in 

Fig. 4 

To verify the accuracy of the algorithm in this paper, the algorithm proposed in this paper is compared 

with the traditional classical algorithm and recently proposed advanced algorithm. The contrast algorithm 

are as follows: deep learning framework (CNN) [11], rolling guidance filter (RGFF) [19], MDLatent 

low-rank representation (MDLatLRR) [22], visual saliency map and weight least square (VSMWLS) 

[23], non-subsampled contourlet transform (NSCT) [24], infrared feature extraction and visual 

information preservation (IFEVIP) [25], and ResNet fusion (ResFuse) [15]. RGFF and NSCT are  
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Fig. 4. Source images from the TNO dataset used in our experiments, first row contains visible images 

while second row contains infrared images 

methods of multi-scale transform, MDLatLRR belongs to representation learning, VSMWLS and 

IFEVIP are saliency based methods, CNN and ResFuse are deep learning methods. All these techniques 

could attain the appropriate fused images. The comparison of the proposed method with these techniques 

is therefore relevant, enabling the proposed method to validate its benefits. 

4.2 Evaluation of Algorithm 

The quality of image fusion is an important index. Due to different application purposes or scenes, fused 

images have different measurement standards. Therefore, the comprehensive use of a variety of 

evaluation criteria can better determine the fusion effect. Generally, the fusion quality evaluation 

methods of infrared and visible image fusion include subjective evaluation and objective evaluation [26]. 

Subjective Evaluation. Subjective evaluation method is based on human visual system to evaluate the 

quality of fusion image, which plays an important role in fusion quality evaluation. The subjective 

evaluation method is to score the fusion image by trained observers, and make artificial evaluation 

according to the image details, object integrity, image distortion and other standards. This method has the 

disadvantages of manual intervention, time-consuming, high cost and non-reproducible. 

Objective Evaluation. The objective evaluation method can quantitatively and automatically measure the 

quality of the fusion image, which is more popular and applicable in the scientific research field. 

Objective evaluation methods come in different types, which are based on information theory, structure 

similarity, image gradient, statistics, and human visual system. In this paper, five commonly used 

objective evaluation indexes of infrared and visible image fusion are selected, which are entropy (EN), 

spatial frequency (SF), standard deviation (SD), average gradient (AG) and mutual information (MI) [2, 

27]. These metrics are positive indicators, and the larger the value is, the better the result. 

Entropy (EN). The entropy of an image is used to measure the amount of information contained in the 

image. EN is mathematically defined as follows: 
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where l is the total gray level of the image, and pl is the probability density of the first level gray value of 

the image, which can be calculated from the gray histogram of the image. 

Spatial Frequency (SF). Spatial frequency represents the activity of the image and reflects the clarity of 

the image. The formula is as follows: 

 2 2
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where RF is the row frequency of the image , and CF is the column frequency of the image. The specific 

calculation formula is as follows: 
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where F(x, y) is the pixel value at point (x, y), and the image size is m×n. 

Standard Deviation (SD). The standard deviation is reflected in the deviation and dispersion of the gray 

level at a certain point of the image from the overall average value. It is defined as: 
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where F  is the pixel mean value of the fused image. The value of F  can be obtained by the following 

formula: 
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Average Gradient (AG). The average gradient mainly reflects the small local texture information of the 

image, which is used to measure the image clarity. The expression is as follows: 
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where ∂H is the gradient in the horizontal direction of the image, and ∂V is the gradient in the vertical 

direction of the image, as shown in the following formula: 

 ( , ) ( 1, ),H F x y F x y∂ = − +  (23) 

 ( , ) ( , 1).V F x y F x y∂ = − +  (24) 

Mutural Information (MI). Mutual information is used to represent the information transmitted from the 

source image to the fused image. The definition is as follows: 
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The calculation method of MIkF is as below: 
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where pk and pF separately represents the edge histogram of source image Xk and the fused image F, pkF 

denotes the joint histogram of source image and the fused image. 

4.3 Parameters Setting 

In the field of image fusion, the suitable parameter settings are important. In our fusion model, the value 

of the two parameters in the process of image decomposition will have a direct impact on the quality of 

the fuse image. Based on the experience of Zhang et al. [18], σR is set to the default value of 0.1, which is 

used to control the range weight of the filter and improve the robustness. σS determines the clarity of the 

output image of the filter. The larger the σS value is, the better the detail of the output image is, but the 

worse the texture is. After several experiments, we noticed that base layer and detail layer of the source 

image will have good visual effect when σS =3. The value of ω is taken as 1, the effect is to consider the 

values of each pixel individually, therefore no details are lost. As shown in Fig. 5, the performance of the 

filter is tested by several iteration experiments. Finally, the number of iterations is set to 4. At this time, 

the small structures of the source image are smoothed out, while the edge information is closest to the 

original image. If increasing the number of iterations continue, the large-scale edge of the image is 

distorted, which reduces the overall quality of the image. 



Infrared And Visible Image Fusion Based on Rolling Guidance Filter Combined with Convolutional Neural Network 

60 

 

Fig. 5. Output images of three groups of image with different iterations 

4.4 Experiment Result and Discussing 

Experiments selectes the “field” image pair and “jeep & house”from TNO dataset. The source image and 

the fusion image of all algorithms are shown in Fig. 6 and Fig. 7. In Fig. 6, the results of RGFF and 

NSCT methods are good however, infrared information of some regions is missing, and NSCT method 

produces artifacts. The fused results obtained from VSMWLS and IFEVIP are also satisfactory, but many 

deep features are still missing. CNN and ResFuse methods can produce better results, but they are still 

failed in preserving the edges of objects. MDLatLRR performs well in several sensory indicators, but it 

has the disadvantage of being stiff and unnatural. Apart from these methods, we can see that the fused 

images produced by our proposed method are free from blur artifacts and it preserves the information of 

both modalities. In Fig. 7, the contrast of our method is obviously higher, the details of jeep and the 

windows of the house are obviously reconstructed. We also select the TNO dataset for the quantitative 

evaluation of the proposed method. In this experiment, ten source image pairs are utilized to obtain fuse 

images from representative methods and proposed method. Fig. 8 presents ten pairs fused results of VIS 

and IR images from the TNO dataset. Fig. 9 shows a graphical comparison of five image fusion metrics 

on 10 fused images. The average scores of the fused results using 10 source image pairs from TNO 

dataset are shown in Table 1. All indcators are positive. The largest value is shown in bold, the second 

largest value is represented by a double underline, and the third largest value is shown in single underline, 

which validates that the proposed approach achieves improved performance over other image fusion 

techniques. 

 

Fig. 6. Visual fused results of ‘field’ source image pair obtained from different fusion methods 
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Fig. 7. Visual fused results of ‘jeep & house’ source image pair obtained from different fusion methods 

 

Fig. 8. Fused results of visible and infrared image pairs from the TNO dataset. (a) Visible images; (b) 

Infrared images; (c) CNN; (d) RGF; (e) MdLatLRR; (f) VSMWLS; (g) NSCT; (h) IFEVIP; (i) ResFuse; 

(j) proposed 

Table 1. The average quantitative scores of five fusion metrics for 20 fuse dimage obtained from the 

TNO dataset 

Metric CNN RGFF MDLatLRR VSMWLS NSCT IFEVIP ResFuse proposed 

EN 6.6122 7.1653 7.0140 6.9858 7.2752 6.9333 6.6024 7.1392 

SF 6.6871 11.2390 15.7160 12.5555 11.1049 9.9173 6.4651 21.3294 

SD 29.4777 39.7205 37.0337 39.4098 44.5366 40.6785 27.9729 55.7706 

AG 3.4176 5.7121 8.1863 6.5727 5.6593 5.1072 3.3313 11.4161 

MI 5.9034 4.3026 3.3366 3.9297 3.8421 4.3852 4.7885 5.6313 
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As can be seen from Fig. 9, it is obvious that the traditional method has advantages in the first four 

evaluation indexes. We notice that the multi-scale transform method, such as NSCT and RGFF, it has 

good performance in both EN and SD indexes. This shows that the results of multi-scale transformation 

can retain the main content of the source image. MDLatLRR is also a multi-level decomposition method 

in essence. It extracts the details and basic parts of the input image at several representation levels by a 

pre learning projection matrix. MDLatLRR is in second place in both SF and AG evaluation indexes. 

This is because the gray level of the fusion image changes strongly and the sense of hierarchy is clear. It 

shows that MDLatLRR method can generate the fused image with obvious contour and edge. The 

saliency-based method has no short board in each five evaluation indexes, it is still a very competitive 

integration method. In the fifth index MI, The method of deep learning shows its absolute advantages. 

CNN and Resfuse are in the top three. Compared with the traditional methods, the deep learning method 

can obtain the deep details of the source image. The proposed method combines the advantages of 

traditional methods and deep learning. 

  

(a) EN (b) SF 

  

(c) SD (d) AG 

 

(e) MI 

Fig. 9. Comparison graphs for quantitative results of different image fusion methods using five image 

fusion metrics: (a) EN; (b) SF; (c) SD; (d) AG; (e) MI 
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It can be seen more intuitively from Table 1. The maximum value of each evaluation index is indicated 

by red, the second largest value is represented by green, and the third largest value is represented by blue. 

These five evaluation indicators are positive, therefore, the larger the evaluation index value, the higher 

the fusion quality. The proposed method is ahead of other algorithms in SF, SD, and AG. For EN and MI, 

the proposed method is also in the top three. It validates that the proposed approach achieves improved 

performance over other image fusion techniques. Fig. 10 shows the average runtime of different methods 

on 10 pairs source images. It can be seen that our method does not take much time in the method based 

on deep learning. This shows that the proposed method’s performance is not achieved by increasing the 

complexity of the algorithm. 

 

Fig. 10. Average runtime of different methods on 10 pairs source images (unit: second) 

5 Conclusions 

In this research, a new framework combined rolling guidance filter and VGGnet is proposed. Rolling 

guidance filter is used for high quality source image decomposition, and VGGnet is used to extract deep 

details. Experimental results show that the proposed methodmore energy information and richer texture. 

The feasibility of the algorithm is verified by comparing the source image and the fused image based on 

the five evaluation indexes. Compared with other representative methods, the proposed algorithm has 

better fusion performance. In the future, dense blocks can be used to improve the model and enhance the 

effectiveness of feature extraction. 
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