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Abstract. A method based on convolutional neural networks (CNN) for estimation of sequences 

is proposed. First of all, a sequence estimation model based on CNN is established, the 

sequences to be estimated are directly used as the inputs of the model. The method effectiveness 

is verified by estimating m-sequences. Second, by combining FastICA algorithm and the 

proposed CNN estimation method, a new spreading sequences estimation method named 

FastICA-CNN for long code direct sequence code division multiple access (LC-DS-CDMA) 

signals is studied. The FastICA algorithm is used for blind separation of each user’s spreading 

sequences, the amplitude fuzziness is eliminated by delay multiplication, and the CNN 

estimation method is used for spreading sequences estimation. The results show that, when the 

number of users is 2 and signal-to-noise ratio (SNR) is higher than −16 dB, the estimation 

accuracy of m-sequences in LC-DS-CDMA by FastICA-CNN method tends to be 1; the time 

required for model training and sequences estimation is 84.71s and 375.4s, respectively. 

Compared to the methods in references, FastICA-CNN method requires shorter simulation time 

and has higher estimation accuracy. 

Keywords:  sequence estimation, convolutional neural networks, code division multiple access, 

blind separation 

1 Introduction 

Binary pseudo-random sequences are widely used in spread spectrum communication due to their good 

pseudo-random property. The m-sequence is the most representative pseudo-random sequence. Its 

estimation and recognition are the basis of information decryption in the spread-spectrum system. 

Therefore, it is of great theoretical significance and value to the research on m-sequence recognition [1]. 

Studies on m-sequence recognition show that, Massey and Euclidean algorithms can achieve the 

purpose of recognizing sequence generator polynomials. However, their recognition performances are 

affected greatly by error codes [2-3]. The triple correlation function (TCF) method based on high-order 

statistical analysis has received extensive attention as it is simple and easy to understand [4]. The 

FastICA and segmentation optimization algorithms are proposed for spreading sequences estimation in 

the received LC-DS-CDMA signals [5]. Based on [5], the sequence estimation method based on FastICA 

algorithm and TCF properties is proposed in [6]. In [7], the m-sequences are estimated by the method of 

combining goodness-of-fit test with TCF properties. However, the accuracy of peak points detection 

needs further improvement at a low SNRs. Based on the TCF properties and sparse autoencoder, a m-

sequence estimation method named TCF-SAE is studied, but it is only suitable for m-sequences [8]. On 

this basis, improved estimation method by directly used sequences as the input samples of SAE is 

proposed, and this method is also applied for spreading sequences estimation in LC-DS-CDMA signals 

[9]. 
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CNN can automatically extract features of different levels from input samples without prior knowledge, 

and the extracted features have superior generalization and abstract expression ability [10]. CNN is 

widely used in computer vision and natural language processing [11], however, there are few studies 

about spreading sequence estimation in LC-DS-CDMA signals by CNN methods, which needs further 

research. In this paper, we study the sequences estimation method based on CNN, and the m-sequences 

are selected to verify its effectiveness. 

The remainder of this study is presented as follows. The CNN is outlined in Section 2. The sequence 

estimation method by CNN is explained and verified by estimating m-sequences in Section 3. The 

separation and estimation of spreading sequences in LC-DS-CDMA signals, and the estimation 

performances analysis by FastICA-CNN method is introduced in Section 4. The key points and future 

researches are outlined in Section 5. 

2 CNN Estimation Model 

Feature extraction in CNN throughs convolution layers, pooling layers and full connection layers, and 

finally the extracted features are used for recognition or classification. The operation process of 

convolution layer is as follows [12-13]:  

 ( ) ( ) ( 1) ( )( )L L L Lf −

= ⊗ +X W X b , (1) 

where, L is the number of layers; X(L) is a feature graph representing the output of L layer; W(L) and b(L) 

are the convolution kernel and bias, respectively; f(·) is the activation function. In this study, the 

activation function is rectified linear unit (ReLU) [9]: 

 
0

( ) ReLU( )
0

x x
f x x

else

≥⎧
= = ⎨

⎩
. (2) 

The pooling layer usually appears after the convolution layer. Its function is to reduce the dimension of 

feature graph and training parameters, as well as alleviate the over fitting and improve the robustness of 

features extraction [14]. In this paper, average pooling is selected. 

The fully connected layer expands the output feature graph into one-dimensional column vectors. The 

recognition and classification of input samples can be completed by connecting the full connection layer 

with softmax classifier [11]. 

In this study, sequences are directly used as the input samples of CNN to learn features from the 

original data, then this sequence estimation method is called CNN method. Because the samples analyzed 

are sequences, the network is a CNN with one-dimensional convolution. Let the 255-bits sequence 

estimation as an example, the constructed CNN model with two convolution layers is shown in Fig. 1. 

The dimension of the input samples is 255×1×1, the last 1 is the number of channels. There are K classes 

of sequences in total, C and S represent convolution layer and pooling layer, respectively. 

 

Fig. 1. Sequence estimation model based on CNN 
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C1 is the first convolution layer, the number and size of convolution kernel is N1 and kh1×1, 

respectively, where kh1 is the height, and the stride is set to s1. The output of this layer is N1 feature graphs 

with size 
1 1

(255 ) / 1 1
h
k s− + ×⎢ ⎥⎣ ⎦ .  

S1 is the pooling layer, in this layer, the output of C1 is pooled to reduce the dimension, pooling 

template with size p×1 is used for average pooling, and the stride is set to s2. The output of this layer is 

N1 feature graphs with size 1 2
(Height ) / 1 1p s− + ×⎢ ⎥⎣ ⎦ , where 

1 1 1
Height (255 ) / 1

h
k s= − +⎢ ⎥⎣ ⎦ . 

C2 is the second convolution layer, the number and the size of convolution kernel is N2 and kh1×1, 

respectively, and the stride is set to s2. The output is N2 feature graphs with size 2 2 3
(Height ) / 1 1

h
k s− + ×⎢ ⎥⎣ ⎦ , 

where 
2 1 2

Height (Height ) / 1p s= − +⎢ ⎥⎣ ⎦ . The sequence estimation is simple and the dimension of input 

samples is small, the pooling layer is no longer setting after the second convolution layer. 

F is the fully connected layer, its function is to integrate the extracted features and connect the softmax 

for sequence estimation. 

The above layers constitute the CNN model. In addition, dropout is introduced to prevent over fitting 

and improve the generalization ability of the network [15]. 

3 Sequence Estimation Based on CNN Model 

In this section, m-sequences are selected for simulation, and then the effectiveness of the CNN method 

can be verified. The production regularity of m-sequence is as follows [9]: 

 1 1i i v i v i
m o m o m o m

δ δ− − −

= + + + +� � , (3) 

where mi means the i-th bit, o means the connection status, and δ means the order of m-sequence, then 

the period is 2δ−1. 

The CNN model is trained by constructing input samples from fifth- to eighth-order m-sequences. The 

corresponding primitive polynomials are 6, 6, 18, and 16, respectively. The m-sequences with length of 

31, 63 and 127 are expanded into sequences with length of 255 by the way of complementing 0. SNR is 

randomly selected between −4 and 4 dB, then 46 noisy sequences can be obtained. After 200 repetitions, 

a total of 9200 samples are constructed as the training samples. In this section, two periodic sequences 

are identified, and their primitive polynomials are f(x) = x7 + x + 1 and f(x) = x8 +x7 +x2 +x + 1. 400 test 

samples are constructed when the SNR is −16, −12, −8, −4, and 0 dB, respectively. In the following 

experiments, the parameter of pooling layer p = 2, the strides of convolution layer and pooling layer are 1. 

In this study, Matlab 2016a is used for samples construction, Python and keras framework are used for 

the construction, training and testing of CNN model, the computer CPU is “Intel Core i5-10210U”. 

3.1 Model Training for Parameter Selection 

In this section, the influence of the numbers of iterations and convolution layers, and the size of 

convolution kernel on the estimation accuracy is analyzed.  

Experiment 1 Iterations number influence. Theoretically, the larger the number of iterations, the 

higher the estimation accuracy. However, large iteration number may lead to over-fit problem. In this 

experiment, we assume that the number of convolution layer is 1, 2, 3, respectively. When number is 1, 

N1 = 100, kh1= 2; when number is 2, N1 = 100, kh1= 2, N2 = 50, kh2 = 2; when number is 3, N1 = 100, kh1 = 

2; N2 = 50, kh2 = 2; N3 = 20, kh3 = 2. The estimation accuracy and loss value at different number of 

iterations are show in Fig. 2(a) and Fig. 2(b), respectively. 

Fig. 2(a) shows that for the CNN model with 1, 2 and 3 convolution layers, the accuracy of sequence 

estimation tends to be stable when the iterations are greater than 15, 17 and 30 respectively. Fig. 2(b) 

shows that as the iteration number increases, the loss value decreases, but the model is easy to over fitting. 

Therefore, in the following experiments, the iteration number of CNN model with 1, 2 and 3 convolution 

layers are set to 15, 20 and 30, respectively. 
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(a) estimation accuracy  (b) loss value 

Fig. 2. Iterations number influence on estimation performance 

Experiment 2 Convolution layers number influence. In this experiment, we assume that the number of 

convolution layers is {1, 2, 3}. For the first layer, N1 = 100, kh1 = 2; for the second layer, N2 = 50, kh2= 2; 

for the third layer, N3 = 20, kh3= 2. The iteration number of three models are 15, 20 and 30 respectively. 

The simulation results by the CNN model are listed in Table 1. 

Table 1. Simulation results at different convolution layers numbers 

Estimation accuracy at different SNR (dB) Convolution layers 

number 
−16 −12 −8 −4 0 

Training 

time (s) 

Loss 

value 

1 0.428 0.688 0.925 0.996 1.000 78.06 1.37 

2 0.300 0.522 0.811 0.978 1.000 132.92 0.57 

3 0.297 0.497 0.779 0.973 1.000 204.43 0.31 

 

The results in Table 1 show that when the number of convolution layers is one, the estimation 

performance is the best, the training time is the shortest, but the loss value is the biggest. With the 

increase in layer number, the loss value decreases, but the training time gets extend and the model is easy 

to cause over fitting.  

Experiment 3 Convolution kernels number and size influence. The size of convolution kernels in 

CNN model determines the recognition granularity of input samples. In this experiment, different 

numbers and sizes of convolution kernels are set for comparison. The simulation results are listed in 

Table 2. 

Table 2. Simulation results for different convolution kernels numbers and sizes 

Estimation accuracy at different SNR (dB) Convolution 

kernels number 

Convolution 

kernels size
−16 −12 −8 −4 0 

Training time 

(s) 

Loss 

value 

50 2×1 0.381 0.639 0.905 0.996 1.000 43.39 2.03 

50 3×1 0.367 0.610 0.875 0.991 1.000 36.41 1.73 

50 5×1 0.328 0.575 0.872 0.993 1.000 40.81 1.66 

100 2×1 0.428 0.688 0.925 0.996 1.000 78.06 1.37 

100 3×1 0.410 0.671 0.927 0.996 1.000 83.06 1.19 

100 5×1 0.387 0.638 0.894 0.994 1.000 85.84 1.02 

150 2×1 0.382 0.641 0.904 0.995 1.000 136.94 1.01 

150 3×1 0.371 0.630 0.905 0.995 1.000 127.36 0.93 

150 5×1 0.372 0.617 0.878 0.992 1.000 129.84 0.78 

 

The results in Table 2 show that when the convolution kernel size is fixed, with the increase in 

convolution kernel number, the model training time gets extend, the loss value decreases, and the 
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estimation accuracy increases and then decreases. When the convolution kernel number is fixed, the size 

of convolution kernels has little effect on the estimation accuracy and training time.  

The results of experiments 1−3 show that it is optimal when the number of iterations, convolution 

layers, convolution kernels and the size of convolution kernels are 15, 1, 100 (N1 = 100), and 2×1 (kh1 = 

2), respectively. 

3.2 Performance Analysis 

Experiment 4 Performance comparison for different methods. The proposed estimation method 

based on CNN is compared with the TCF-SAE method proposed in [8] and Direct-SAE method proposed 

in [9]. A 255-bits m-sequence with the primitive polynomial f(x) = x8 + x7 + x2 + x + 1 is selected for 

analysis. The comparison results are shown in Fig. 3. 

 

Fig. 3. Performance comparison 

The results in Fig. 3 show that, the performance of CNN method is the best when the SNR is less than 

−7 dB, otherwise, the accuracy tends to be 1 for both CNN method and Direct-SAE method; for TCF-

SAE method, the accuracy tends to be 1 when SNR is greater than −2 dB. This is because CNN has better 

deep feature extraction capability than SAE. In TCF-SAE method, the calculation of TCF is difficult and 

easily affected by noise, and ultimately affects the estimation performance of m-sequences. Therefore, 

the performance is the worst. 

4 CNN Model Applied in LC-DS-CDMA Signals 

According to the results in Section 3, the sequences estimation method based on CNN model is superior. 

In this section, the CNN method is applied in the spreading sequences estimation of LC-DS-CDMA 

signals. 

4.1 FastICA-CNN Algorithm Theory 

The LC-DS-CDMA signal can be expressed as [9]:  

 
1

( ) ( ) ( ) ( ),1
U

u u u

u

y n A d n c n w n n N
=

= + ≤ ≤∑ , (4) 

where, U is the number of users, Au, du(n) and cu(n) are the signal amplitude, symbol sequence, and 

spreading sequence, respectively, w(n) is white Gaussian noise, N is the length of the received signal. 

The received signal y(n) is a mixture of u users, and cannot be directly estimated by CNN model. 

Therefore, the single channel signal y(n) can be modeled as multi-channel signal received by multiple 

array units, and each user can be separated by FastICA algorithm; then the separated users can be 

constructed as the input samples of CNN model, and finally the spreading sequences can be estimated by 

the trained CNN model. The processing steps of blind separation based on FastICA algorithm refers to 
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[9]. The received signal is divided by the length of spreading sequence L to obtain Z ( /Z N L= ) 

segments:  

 ( ) ( ) ( ) ( ),n n n n= +y A C W  1 ,n L≤ ≤  (5) 

where, 
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⎣ ⎦

� � �
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, (6) 

G is the spreading factor. A(n) is time-varying, so the FastICA algorithm cannot be directly used. For 

this problem, the signal segment is further divided according to the spreading factor G, then K fragments 

are obtained (K = �L/G�), the k-th segment is expressed as: 

 ( ) ( ) ( ) ( ), ,k k k k
n n n n n G= + ≤ ≤1y A C W  (7) 

where, 
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A
k(n) is time-invariant and then FastICA algorithm can be used for blind separation. UK sequences can 

be obtained as follows: 

 
1

_1 _ _
ˆ ˆ ˆ[ ]

k K

t u u k u K
=α c c c� � , (9) 

where, 
_

ˆ

k

u k
c = [c

k 

u_k(1) … c
k 

u_k(G)], 1 ≤ t ≤ U
K, 1 ≤ u_1, …, u_K ≤ U. The amplitude fuzziness is eliminated 

by delay multiplication method: 

 ( ) ( ) (( 1)mod ),1 ,
t t t
n n n L n L= ⋅ + ≤ ≤γ α α  (10) 

according to these UK sequences ( )
t
nγ , the spreading sequences of U users can be estimated. 

The specific steps of FastICA-CNN method for sequences estimation of LC-DS-CDMA signal are as 

follows:  

(1) The training set of CNN model is consisted of N noisy spreading sequences, which are obtained by 

the delay multiplication method at different SNRs. 

(2) CNN model is trained, and then the parameters of the optimal model can be obtained. 

(3) The signal y(n) is blindly separated according to Eqs.(4)-(10).  

(4) The {+1, −1} sequences γh(n) are transformed into to {0, 1} sequences, which constitute the input 

set XD, and the number of sequences in XD is U
K. 

(5) Sequences in XD are used as the input samples of the model trained in step (2), the outputs of the 

model are the estimation results then. 
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(6) The occurrences numbers of different classes are counted, and the most frequently appeared U 

classes are the estimation results. 

The flowchart of the FastICA-CNN method is shown in Fig. 4. 

 

Fig. 4. The flow of FastICA-CNN algorithm 

4.2 Simulation and Performance Analysis 

In this section, we assume that the spreading sequences of LC-DS-CDMA signal are m-sequences, the 

LC-DS-CDMA signal is synchronized, the amplitude of each user with the same length of spreading 

sequences is the same, the symbol sequences are randomly generated, and the spreading sequence length 

has been estimated in advance. The SNR is defined as 10log(A2/σ2), 1000 Monte Carlo simulation are 

carried out, and the estimation accuracy is defined as the ratio of the correct estimation number to the 

total simulation number. 

The amplitude fuzziness caused by FastICA algorithm in blind separation is eliminated by delay 

multiplication method. Therefore, in the construction of training samples for CNN model, the m-

sequences need to be preprocessed by the delay multiplication method. According to the network training 

process in Section 3.1, the optimal CNN model parameters of m-sequence estimation are obtained as 

follows: the number of convolution layers, convolution kernels are 1 and 100, respectively; the size of 

convolution kernels is 2×1. 

Experiment 5 Users number influence. We assume that L = 255, G = 64, Z = 100, when U is2, 3, 4, 

respectively, the estimation accuracy of spreading sequences by the FastICA-CNN method is shown in 

Fig. 5. 

Fig. 5 shows that FastICA-CNN algorithm can effectively estimate the spreading sequences of LC-DS-

CDMA signal. The larger the number of users, the worse the estimation accuracy. This is because more 

users lead to more complex signal construction. It is more difficult for the separation of users, especially 

at low SNRs. As a result, the separation performance by FastICA becomes worse.  

Experiment 6 Spreading sequence period influence. We assume that G = 64, Z = 100, L is 127 and 

255, respectively, the signal length is 255×Z. When U = {2, 4}, the estimation accuracy is shown in Fig. 

6. 

Fig. 6 shows that when the signal length is fixed, the shorter the period of spreading sequence, the 

better the estimation performance. This is because the shorter the spreading sequence, the more the 

number of periods, then the separation performance by FastICA algorithm becomes better. As a result, 

the sequences estimation performance becomes better. 
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Fig. 5. Users number influence 

 

Fig. 6. Period influence 

Experiment 7 Performance comparison. To further verify the effectiveness of the FastICA-CNN 

algorithm, we compared it with the FastICA method in [5], the FastICA-TCF method in [6] and the 

FastICA-SAE method in [9] from two aspects: estimation accuracy and required time. The spreading 

sequences are m-sequences. We assume that L = 255, Z = 100, G = 64, when U = {2, 4}, the simulation 

results are shown in Fig. 7. 

 

Fig. 7. Algorithm performance comparison 
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Fig. 7 shows that when the number of users is 2 and SNR is lower than −16 dB, the performance of 

FastICA-CNN is better than that of FastICA-SAE; when SNR is higher than −16 dB, the performance of 

the two methods is similar, and the accuracy tends to 1. In addition, the performance of FastICA-CNN 

and FastICA-SAE is better than that of FastICA-TCF and FastICA methods. From the results, it can be 

seen that the spreading sequence estimation methods based on deep learning have better estimation 

performance, especially at low SNRs. 

For the time required for sequence estimation, the FastICA-CNN and FastICA-SAE methods mainly 

include model training and sequence estimation. The simulation time required by these four methods are 

listed in Table 3. 

Table 3. Comparison of required simulation time 

Sequence Estimation (s) 
Algorithm Model Training(s) 

U = 2 U = 4 

FastICA-CNN 84.71 375.4 758.2 

FastICA-SAE 93.08 378.6 755.7 

FastICA 
− 1022.6 1859.6 

FastICA-TCF 
− 1938.6 16678.9 

 

The results in Table 3 show that the training time of CNN and SAE model is about 84.71s and 93.08s. 

The trained models can be used all the time. The estimation time of spreading sequences is mainly 

reflected in the blind separation by FastICA algorithm and the construction of input samples. FastICA-

CNN and FastICA-SAE methods share the same data set, and the time required for the calculation of 

accuracy is almost the same. Therefore, the total time required for spreading sequences estimation by 

these two methods is nearly the same. The FastICA and FastICA-TCF methods require more estimation 

time. In addition, when the FastICA-TCF method is used for estimation, the TCF values of m-sequences 

need to be calculated firstly, however, the time for the TCF values calculation rapidly increases as the 

number of users increases. The computational complexity of the FastICA-TCF method is the highest. 

According to the comparing results, we can draw the conclusion that the proposed FastICA-CNN 

method is superior for spreading sequence estimation. 

5 Conclusions 

In this paper, a novel method to build a CNN model to estimate the m-sequences is proposed, and it is 

applied in LC-DS-CDMA signal for its spreading sequences estimation. The original sequences are 

directly used as the input samples of CNN and the feasibility of the method is verified by m-sequences. 

The experimental results show that the estimation performance of the CNN method is better than that 

based on SAE. Then the CNN method is combined with the FastICA algorithm to obtained the FastICA-

CNN method for spreading sequences estimation. The experimental results show that the total time 

required for model training and sequences estimation is shorter than the comparison methods, and the 

estimation accuracy is also higher than the comparison methods.  

Only the estimation of m-sequences is analyzed in this study. Actually, this method is also suitable for 

other kinds of sequences. In the future work, we will try to use other sequences and networks to analyze 

the sequences estimation methods to achieve better performance. In addition, we only consider the 

situation when signal is synchronized, the study on asynchronous signals is also the next research focus. 
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