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Abstract. Traditional vehicle recognition methods have the disadvantages such as low efficiency and time-
consuming due to the complex background and overlapping situation. In this paper, we propose a multiscale 
adptive spatial feature fusion (ASFF) method for vehicle recognition. First, it calculates the difference 
hash values of images. Then the hash value is used to judge the similarity between the current frame and 
the previous frame. When the similarity is less than the threshold value, it is input to ResNet18 model for 
detection. Using ResNet18 as the base network can reduce network parameters. Then, aiming at the problem 
that the detection effect of ASFF for vehicle recognition is not ideal, the offset loss and width-height loss 
are replaced by the intersection ratio loss. Meanwhile, multi-scale adaptive spatial feature fusion method 
is adopted to fuse the multi-level features of the network. The experimental results show that the average 
accuracy with proposed methed is increased by 2.1%. For BDD100K and Pascal VOC datasets, the average 
accuracy of predicted borders is increased by 5.5%, when the IoU is greater than 0.5. With the GTX1060Ti, 
the recognition speed can reach 149 frames per second. The multiscale ASFF in this paper can significantly 
improve the vehicle recognition accuracy.
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1   Introduction

With the continuous advancement of urbanization, the number of urban population and the number of urban mo-
tor vehicles increase rapidly, which brings great pressure to urban public security. In order to effectively crack 
down on illegal behaviors and ensure city safety, intelligent monitoring systems are built in key sections and plac-
es in the city to effectively supervise pedestrians, motor vehicles and non-motor vehicles. Vehicle recognition has 
become one of the important functions in intelligent monitoring system [1,2]. Vehicle recognition is to detect the 
position of the vehicle object in the image and identify the object type. In practice, due to factors such as back-
ground clutter, illumination conditions, vehicle deformation, partial occlusion and motion blur, the recognition 
accuracy of vehicle type is not high. In order to improve the accuracy, domestic and foreign scholars have carried 
out a lot of researches.

Traditional vehicle recognition methods mainly use image edge feature, color feature, scale invariant feature 
transform (SIFT) [3] and directional gradient histogram (HOG) feature [4] to recognize vehicle objects. Zhang 
et al. [5] used color feature transformation of images and Bayesian classifier to mark the location of vehicles for 
classification and recognition. Ambardekar et al. [6] classified vehicle images through image edge features and 
principal component analysis. These two methods have short computation time and can quickly extract contour 
features of images. However, their performance degrades sharply in the case of large vehicle scale changes, partial 
occlusion, illumination changes, etc., and they cannot correctly identify vehicles. Briz-Redón et al. [7] combined 
Sobel feature and SIFT feature to identify vehicles, but the feature dimension was high and the calculation was 
large. Arrospide et al. [8] used HOG to extract vehicle features, but the calculation cost was high and the feature 
expression ability was general. In view of the low performance of traditional detection and recognition methods, 
deep learning has gradually become the mainstream algorithm for vehicle detection and recognition. Yao et al. 
[9] conducted prior measurement of images to obtain vehicle positioning, and then used convolutional neural 
network (CNN) to classify and recognize vehicles. Huo et al. [10] proposed a region-based multi-task CNN 
model to identify vehicle types, orientation and lighting conditions. Traditional CNN algorithm requires preset 
vehicle location, which is not conducive to real-time vehicle recognition. Due to the significant breakthrough in 
object recognition made by regional convolutional neural network (RCNN) [11,12] series algorithms, researchers 
began to apply these algorithms to vehicle detection and recognition. Tang et al. [13] proposed the super-
region candidate network (HRPN), which could improve the recognition effect of Faster-RCNN [14] on small 
object vehicles. In order to solve the problem of vehicle occlusion and deformation, Wang et al. [15] introduced 
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adversation learning into vehicle detection and recognition, which could generate difficult samples (samples with 
serious occlusion and deformation of vehicles) and improve the recognition effect of Fast-RCNN. Hu et al. [16] 
designed SINet in view of the fact that the ROI pool would destroy the structure of small objects, which improved 
the recognition effect and speed of vehicle objects with different sizes. RCNN series algorithms belong to two-
stage methods, which have high accuracy but slow speed, and cannot realize real-time object recognition in edge 
devices. In order to improve the speed of vehicle detection and recognition, one-stage method is introduced. As 
shown in references [17-19], YOLO series algorithms are applied to vehicle detection and recognition. Cao et al. 
[20] improved SSD network by designing cascade module and element addition module for feature fusion, which 
improved the accuracy of vehicle identification, but reduced the detection speed. This kind of algorithm based on 
YOLO or SSD requires a set of candidate boxes with specific aspect ratio in advance, so it is also called candidate 
box based algorithm. In this algorithm, the design of candidate box is difficult to take into account the number 
of minimal or maximal objects, so in practical application, it is easy to cause the omission of such objects. In 
view of the above problems, the one-stage object recognition method based on no candidate box has become the 
current research hotspot. For example, Chang et al. [21] combined HRNet [22] and CenterNet [23] for vehicle 
detection and recognition.

Aiming at the shortcomings of existing object detection algorithms without candidate boxes in vehicle 
recognition applications such as excessive negative samples, this paper proposes a multiscale adptive spatial 
feature fusion (MASFF) method for vehicle recognition. The validity and superiority of this new method are 
verified by vehicle model recognition dataset, BDD100K dataset and Pascal VOC public dataset.

2   The Proposed MASFF

First of all, each frame of input video is processed by different hash algorithm to get the hash value. Then the 
Hamming Distance is calculated and compared with the threshold value to judge the similarity between this frame 
image and the previous frame image. Finally, the algorithm is selected according to the size of similarity so as to 
improve the average calculation speed of the whole algorithm. When the similarity is less than the threshold val-
ue, it is input to ResNet18 model for detection.

2.1   Different Hash Algorithm (DHA)

The steps of differential hash algorithm (DAH) [24] are as follows:
generate differential hash images iD  and 

jD  by neighborhood block 
iN  and jN .

The hamming distance ),( jiD  is obtained by XOR operation of 
iD  and 

jD .

),(),( jiXOR DDXjiD =  . (1)

The hamming distance weight of gradient image is used to adjust the Euclidean distance weight in the experi-
ment, and the Sobel operator of image gradient is calculated.

2.2   MASFF

Real-time and accuracy are the key factors of vehicle identification. Because ASFF is based on one stage object 
recognition model without candidate box, the inference speed is fast. In this paper, ASFF network is modified to 
improve the accuracy of the network in vehicle recognition. As shown in Fig. 1, the improved ASFF primarily 
consists of a backbone network, bottleneck modules, and an output network. In the backbone network, ResNet18 
model has few parameters, so this paper chooses it as the basic network. In the bottleneck module, two feature 
fusion methods (single-scale adaptive spatial feature fusion (SSASFF) and multiscale adaptive feature fusion 
(MAFF)) are proposed to fuse multiscale features of the network to improve the identification performance of the 
network. In the output network part, the network predicts the classification category, the length/width of the frame 
and the bias of the center point of the identified object respectively. And it directly regresses all the information of 
the predicted object without using the model prior box.
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Fig. 1. Structure of MASFF

A. SSASFF

ASFF uses backbone models with low sampling rates, such as DLA and Hourglass23. When using mainstream 
network structures (e.g. ResNet, Inception, MobileNet), this model only uses 1/4 size of the original image sam-
pled on multiple deformable convolution and deconvolution for prediction. It does not realize the repeated utiliza-
tion of multilevel features. Therefore, the single-scale adaptive spatial feature fusion module and the multi-level 
adaptive feature fusion module are proposed to improve the recognition effect.

Adaptive spatial feature fusion (ASFF) was proposed by Li et al. [25] on the basis of YOLOv3 to fuse features 
of different levels. As shown in Fig. 2, the ASFF module first resamples the features of different scales to the 
object size (interpolation or deconvolution is adopted for the up-sampling, while pooling is adopted for the down-
sampling), and then fuses the output feature maps of three different levels at three different object scales to obtain 
three feature maps for prediction.

Step size 8

Step size 16

Step size 32

ASFF

ASFF

ASFF

Prediction

Prediction

Prediction

Fig. 2. Structure of ASFF

It can be seen from Fig. 1 and Fig. 2 that the MASFF module and ASFF do not match to each other. ASFF is 
oriented to multi-scale prediction, while MASFF network can only be single-scale in order to retain their ability 
to avoid the use of non-maximum suppression (NMS) [26]. Therefore, the single-scale adaptive spatial feature 
fusion (SASFF) module is proposed in this paper, which is used to fuse multi-level features of the network, as 
shown in Fig. 3.
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Fig. 3. Structure of SASFF

The proposed single-scale adaptive spatial feature fusion in this paper uses adaptive feature fusion (AFF) mod-
ule to fuse multi-level features of the network. AFF module firstly adjusts features at different levels into the same 
size through convolution and up-sampling, and then fuses them with different weights according to their spatial 
positions. Its expression is:

∑
=

=
K

k
ijkijkij xay

1
 . (2)

Where (i,j) is the spatial coordinate of the feature. K is the number of fusion features. x and y are input and 
output features respectively. a  is the scale factor by adaptive learning, which is used to adjust the feature gravity 

of different spatial positions. To satisfy 1
1
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k
ijλ  is given by kx  convolved with 1×1.

The SASFF module proposed in this paper not only fuses the multilevel features of the network, but also 
makes the feature weights in different levels adaptive learning, which effectively improves the recognition effect.

B. MAFF

In order to further improve the real-time performance of the model, a multiscale adaptive feature fusion (MAFF) 
module is proposed. As shown in Fig. 4, SASFF fuses all input features at one time, but MAFF fuses features at 
different scales layer by layer through AFF module. The advantages of this module are as follows: feature fusion 
layer by layer can allow feature transition from deep abstract feature to shallow specific feature. The layer by 
layer feature fusion avoids the problem of SASFF computing speed decreasing caused by repeated up and down 
sampling at different scales.
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Fig. 4. Structure of MASFF

2.3   Loss Function

The loss based on key point object recognition can be divided into thermal map loss and frame regression loss. 
Thermal map loss is used for intensive prediction of the object category of the feature map, and the location of the 
center point of the corresponding category is obtained according to the peak value of the thermal map. The frame 
regression loss predicts the frame of the object from the center position, so the prediction of the frame depends on 
the accuracy of the center position to a great extent.

In the frame regression loss, the original ASFF network adopts the error loss function for the width, height and 
offset of the prediction frame respectively. The original ASFF network assumes that the width, height and offset 
are independent optimization problems, but in fact the optimization of border is related to each other. In addition, 
the size of object frame also affects the loss, that is, in the case of the IoU ratio between the same prediction frame 
and the real frame, the large object tends to achieve greater loss, so that the optimization tends to the large object.

Considering the above problems, the border regression loss in this paper adopts distance IoU (DIoU) loss, and 
its expression is:

2

2

1
c
dIoULDIoU +−=   . (4)

Where d is the distance between the center of the prediction frame and the real frame. c is the diagonal length 
of the rectangular closure between the prediction box and the real box. The expression for IoU is:

                                      

. (5)

B and Bgt are prediction boxes and real boxes respectively. It can be seen from equation (4) and Fig. 5 that IoU 
can constrain the regression of position and length/width of prediction box at the same time, and it is insensitive 
to the size of object frame. When the prediction box does not overlap with the real box (i.e., IoU=0), 22 / cd  pro-

vides the optimization direction for the loss function.

Fig. 5. DIoU loss of predict box and ground truth box
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Considering the importance of center position, the paper adopts the variant formula of center loss as the ther-
mal diagram loss, which is expressed as：

                                                                                                     .                             (6)
                                                             

Where α =2 and β =4 are hyperparameters. xycŶ  and xycY  are predictive confidence and smoothing label, re-

spectively. 
xycY  can be expressed as follows:

)
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. (7)

Where xp~  and yp~  are the x and y coordinates of the object center point respectively. pσ  is the adaptive stan-

dard deviation of the current object.
In this loss function, only the center point of the object is taken as the positive class, while the other positions 

are set as the negative classes, focusing on the optimization of the center point position. According to formula (6), 
most of the losses are negative resulting in extremely unbalanced sampling of positive and negative categories. 
Therefore, points within the radius of the center point are only used as training samples in the training process, 
and different weights are given to the negative samples. The model avoids using an NMS in its reasoning process. 
The special setting of the heat map loss results in low confidence at points outside the object center, and the mod-
el only predicts at one scale. Therefore, the maximum pooling layer with a size of 3×3 is used to screen out the 
peak value of the thermal map, and the peak value is taken as the center point of the object recognition.

Therefore, the proposed MASFF in this paper combines thermal diagram loss and frame regression loss. The 
final loss function is:

DIoUk LLL +=  .
(8)

3   Experiments and Analysis

3.1   Data Set 

The data sets used in the experiment are Vehicle model recognition data set, autonomous driving BDD100K data 
set and object detection Pascal VOC [27] data set. The data set of Vehicle model recognition comes from the ac-
tual data collected by cameras in roads, crossings and other places, and part of the data is shown in Fig. 6.

Fig. 6. Some samples in Vehicle data set
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There are 10 types of detection objects in Vehicle data set, including forward bus, forward car, forward pickup 
truck, forward van, forward truck, backward bus, backward car, backward pickup truck, backward van and back-
ward truck. Their categories are represented by 1 to 10, as shown in Fig. 7. In Vehicle data set, training set data 
contains 26000 images, and test set data contains 6500 images. BDD100K data set is a large-scale and diversified 
driving video data set, including 10 detection categories, namely, human, bus, cyclist, traffic sign, traffic light, 
truck, motorcycle, train, bicycle and car. The training set data contains 70000 images, and the verification set 
contains 10000 images. The Pascal VOC dataset is divided into 20 categories, including planes, bicycles, birds, 
boats, drinking glasses, buses, cars, cats, chairs, cows, dining tables, dogs, horses, motorcycles, people, potted 
plants, sheep, sofas, trains, and televisions. There are 16551 images in the training set and 6452 images in the test 
set. The evaluation indexes adopted in the Vehicle data set are average accuracy (mAP), average accuracy when 
the IoU is 0.50 (AP50), and average accuracy when the IoU is 0.75 (AP75). AP50 is used on BDD100K and 
Pascal VOC datasets. The same network model is used to train and test different datasets.

Fig. 7. Images of all classes in Vehicle data set

3.2   Network Parameters Setting 

The model training and testing in this paper are conducted in Ubuntu16.04 environment with NVIDIA GTX 
1060T graphics card. Python3.7 and Pytorchl.2.0 frameworks are used for training. Network training parameters 
are as follows: The image input size is 512×512 pixels. The initial learning rate is 5×10-4, and the total number of 
training is 140. At 90 and 120 training iteration, the learning rate is decreased to 5×10-5 and 5×10-6, respectively. 
The batch size at training time is 64. Adam algorithm is used for optimization, 1β  is 0.9, 2β  is 0.999. During the 
testing, the batch size is set to 1. Image flipping and multi-scale transformation are not used.

3.3   Experimental Results and Analysis 

The Vehicle test results of different models on the Vehicle dataset are shown in Table 1. The size of input images 
in the training stage is 512×512 pixels. It can be seen from the table that when ResNet18-ASFF model is adopted, 
the mAP of Vehicle recognition on Vehicle data set is 0.696. When SASFF is adopted, its mAP is 0.705 better 
than the original ResNet18-ASFF model. SASFF module integrates feature maps of different scales of the net-
work, so the mAP is slightly improved. When the loss function of the original ASFF model is replaced by DIoU 
loss, the mAP of ResNet18-ASFF-DIoU network is 0.705, which is 0.9 higher than that of ResNet18-ASFF mod-
el. It is proved that DIoU loss can effectively improve the effect of vehicle identification. When DIoU loss and 
feature fusion methods are combined at the same time, the mAP values of network using SASFF and MAFF fea-
ture fusion modules are 0.712 and 0.715 respectively, increasing by 1.6 and 1.9% respectively. For YOLOv4 and 
YOLOv5 models based on candidate boxes, their mAP values are 0.717 and 0.722, respectively, slightly higher 
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than the accuracy of the proposed model, indicating that the effect of the proposed model in vehicle detection and 
recognition is close to that of YOLOv4 and YOLOv5 models. The size of the proposed model is lower than that 
of the two models. Compared with EfficientDet-D0 [28] and YOLOv4-tiny [29], the proposed model can extract 
more features and has obvious advantages in accuracy.

Table 1. Detection results with different methods on vehicle data set

Model mAP AP50 AP75 Model size/MB Video memory/
MB Time/ms

EfficientDet-D0 0.433 0.554 0.512 15.84 ---- 12.21
YOLOv4 0.717 0.860 0.827 244.45 1267 18.32

YOLOv4-tiny 0.658 0.852 0.793 22.62 609 2.27
YOLOv5 0.722 0.873 0.828 91.04 1205 13.30

ResNet18-ASFF 0.696 0.854 0.802 55.23 562 5.40
ResNet18-ASFF-

DIoU 0.700 0.854 0.806 55.23 562 5.40
SASFF-ASFF 0.705 0.854 0.812 73.83 634 9.07
SASFF-ASFF-

DIoU 0.712 0.857 0.816 73.83 634 9.07
MAFF-ASFF-

DIoU
0.715 0.861 0.823 55.61 564 6.58

TensorRT6 FP32 model is adopted in this paper. For video memory, the original ResNet18-ASFF model and 
ResNet18-ASFF-DIoU model have 562MB video memory, indicating that the video memory can be preserved 
using DIoU loss. When using the feature fusion method, SASFF-ASFF-DIoU and MAFF-ASFF-DIoU models 
have 634 and 564MB video memory, respectively, indicating that the computing load of SASFF-ASFF-DIoU is 
significantly increased, while the memory occupied by MAFF-ASFF-DIoU is increased by 2MB, reducing the 
consumption of computing resources. The video memory of this new model is lower than that of YOLOv4 and 
YOLOv5 models.

It can also be seen from table 1 that the detection time of the original ResNet18-ASFF model and ResNet18-
ASFF-DIoU model is 5.40ms, which indicates that the using of DIoU loss can improve the recognition accuracy 
while maintaining the video memory and speed. When the feature fusion method is used, the model recognition 
accuracy is improved obviously, but the speed is decreased. The detection time of SASFF-ASFF-DIoU and 
MAFF-ASFF-DIoU are 9.07 ms and 6.58ms respectively. The detection time of the proposed model is lower than 
that of YOLOv4 and YOLOv5 models. EfficientDet-D0 detection time is 12.21ms, the real-time vehicle detection 
is slower. The detection speed of YOLOv4-tiny is the fastest, but the recognition accuracy is not good enough. 
The proposed model not only has high accuracy in vehicle detection and recognition, but also has fast speed and 
good real-time vehicle recognition performance.

The comparison of training loss of each model on the Vehicle dataset is shown in Fig. 8. It can be seen that the 
training loss of ResNet18-ASFF and ResNet18-ASFF-DIoU model decreases with the increase of training time. 
The training loss of ResNet18-ASFF-DIoU model decreases faster than that of ResNet18-ASFF model. When the 
model is stable, the training loss of ResNet18-ASFF-DIoU model is lower than that of ResNet18-ASFF model. 
When the model is stationary, the model using feature fusion SASFF and MAFF modules has the smallest train-
ing loss and high mAP.

Fig. 8. Training loss with four models
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Fig. 9 shows the vehicle detection effect of the SASFF-ASFF-DIoU and MAFF-ASFF-DIoU model. It can be 
seen that the measured vehicle images can achieve the expected detection effect.

 

                                           (a) SASFF-ASFF-DIoU                        (b) MAFF-ASFF-DIoU
Fig. 9. Detection effect of two models

The proposed method in this paper is used to conduct experiments on BDD100K autonomous driving dataset 
and VOC dataset. The results are shown in Table 2. In the BDD100K dataset, the AP50 of the original ResNet 
18-ASFF model is 0.395, which is improved by 0.1% after adding the DIoU loss. After using the feature fusion 
modules SASFF and MAFF, the AP50 of the model is 0.447, which improves by 5.2% than the original ResNet 
18-ASFF model. With the addition of DIoU loss and MAFF modules, the AP50 of MAFF-ASFF-DIoU model 
is 0.753, which improves by 2.5% than that of ResNet 18-ASFF model on Pascal VOC dataset. It shows that 
the feature fusion method and the proposed DIoU loss method in this paper can effectively improve the effect of 
object detection. For BDD100K and VOC datasets, the detection accuracy of YOLOv4 and YOLOv5 is higher 
than that of the proposed model. The reason is that the new model in this paper mainly solves the problem of 
vehicle recognition in scenes such as roads and forks, and most of these vehicles are large objects. However, there 
are many small objects in BDD100K and VOC datasets, so the model in this paper cannot detect and recognize 
small objects well. The model in this paper adopts ASFF as the backbone network. Compared with CSPNet, the 
network depth is not enough and the detected objects are not sufficient. Due to the shallow depth of YOLOv4-tiny 
and EfficientDet-D0 models, they cannot extract more features, so their object detection accuracy is relatively 
low. In terms of detection time, the results of all models on Vehicle, BDD100K and VOC data sets are basically 
consistent. The speed of the proposed model in this paper is relatively fast while maintaining high recognition 
accuracy.

Table 2. Detection results of different models on different data sets
Datasets Model AP50 Time/ms

BDD100K

EfficientDet-D0 0.139 12.41
YOLOv4 0.507 18.54

YOLOv4-tiny 0.363 2.44
YOLOv5 0.516 13.34

ResNet18-ASFF 0.395 5.65
ResNet18-ASFF-DIoU 0.405 9.29

SASFF-ASFF 0.403 5.65
SASFF-ASFF-DIoU 0.447 9.29
MAFF-ASFF-DIoU 0.447 6.80

VOC

EfficientDet-D0 0.598 12.52
YOLOv4 0.830 18.59

YOLOv4-tiny 0.634 2.48
YOLOv5 0.837 13.37

ResNet18-ASFF 0.728 5.70
ResNet18-ASFF-DIoU 0.744 9.38

SASFF-ASFF 0.743 5.70
SASFF-ASFF-DIoU 0.751 9.38
MAFF-ASFF-DIoU 0.753 6.87

4   Conclusion

In order to improve the accuracy of vehicle recognition, a vehicle recognition method based on improved ASFF 
is proposed in this paper. Firstly, ASFF only uses the last layer of the network features and does not reuse the 
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multilevel features of the network output. In this paper, a single-scale adaptive spatial feature fusion method is 
proposed to improve ASFF to realize the multilevel features fusion of the network and effectively improve the ac-
curacy of vehicle recognition. Because the single-scale adaptive spatial feature fusion method increases the model 
size and reduces the reasoning speed, a multiscale adaptive feature fusion method is proposed in this paper, which 
can effectively improve the model size and reasoning time, and improve the accuracy of vehicle detection and 
recognition. In terms of the loss function, the length/width loss and offset loss of CenterNet prediction frame are 
discarded. DIoU loss and thermal diagram loss are used as the loss function of the model, which can improve the 
convergence speed and recognition accuracy of the model. The detection results on BDD100K and Pascal VOC 
datasets show that the proposed improved ASFF can significantly improve the vehicle recognition accuracy.
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